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ABSTRACT

This article describes the challenges in the
design of monolithic clock and data recovery cir-
cuits used in high-speed transceivers. Following
an overview of general issues, the task of phase
detection for random data is addressed. Next,
Hogge, Alexander, and half-rate phase detectors
are introduced and their trade-offs outlined.
Finally, a number of clock and data recovery
architectures are presented.

INTRODUCTION
Clock and data recovery (CDR) is a critical

function in high-speed transceivers. Such
transceivers serve in many applications, includ-
ing optical communications, backplane routing,
and chip-to-chip interconnects. The data
received in these systems are both asynchronous
and noisy, requiring that a clock be extracted to
allow synchronous operations. Furthermore, the
data must be “retimed” such that the jitter
accumulated during transmission is removed.
CDR circuits must satisfy stringent specifica-
tions defined by communication standards, pos-
ing difficult challenges to system and circuit
designers.

This article presents the challenges in the
design of high-speed CDR circuits, focusing on
monolithic implementations in very large scale
integrated (VLSI) technologies. The next section
of the article addresses general issues in CDR
design dealing with phase detectors for random
data. We also describe a number of CDR archi-
tectures and their design trade-offs.

GENERAL CONSIDERATIONS
In order to perform synchronous operations
such as retiming and demultiplexing on random
data, high-speed receivers must generate a clock.
As illustrated in Fig. 1a, a clock recovery circuit
senses the data and produces a periodic clock. A
D flipflop (DFF) driven by the clock then

retimes the data (i.e., it samples the noisy data),
yielding an output with less jitter. As such, the
flipflop is sometimes called a decision circuit.

The clock generated in the circuit of Fig. 1a
must satisfy three important conditions [1]:
• It must have a frequency equal to the data

rate; for example, a data rate of 10 Gb/s (each
bit 100 ps wide) translates to a clock frequen-
cy of 10 GHz (with a period of 100 ps).

• It must bear a certain phase relationship
with respect to data, allowing optimum
sampling of the bits by the clock; if the ris-
ing edges of the clock coincide with the
midpoint of each bit, the sampling occurs
farthest from the preceding and following
data transitions, providing maximum mar-
gin for jitter and other timing uncertainties.

• It must exhibit a small jitter since it is the prin-
cipal contributor to the retimed data jitter.

Simple CDR Circuit — We now consider a sim-
ple CDR circuit, analyzing its behavior and
shortcomings.

As illustrated in Fig. 1a, to generate the clock
waveform we employ a voltage-controlled oscil-
lator (VCO), and to define its frequency and
phase we phase-lock the VCO to the input data
using a DFF operating as a phase detector (PD).
The low-pass filter (LPF) suppresses ripple on
the oscillator control line. Also, to retime the
data, we add another DFF that is clocked by the
VCO output. Note that the recovered clock,
CKout, drives the D input of the phase detector
and the clock input of the retimer.

The circuit of Fig. 1b operates as follows.
Upon turnon, the DFF multiplies the edge-detect-
ed data by the VCO output, generating a beat
that drives the VCO frequency toward the input
bit rate. If the initial difference between the VCO
frequency and the data rate is sufficiently small,
the loop locks, establishing a well-defined phase
relationship between Din and CKout. In fact, with
the bang-bang characteristic provided by the DFF
phase detector, the data edges settle around the
zero-crossing points of the clock. Even for a slight
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phase error, the PD generates a large output,
driving the loop toward lock.

The simple CDR circuit of Fig. 1b suffers
from a number of drawbacks. First, the PD may
produce full digital outputs for run lengths
greater than one, thereby creating substantial
ripple on the oscillator control voltage and
hence jitter at the output. Second, since the PD
samples the clock by the data, whereas the deci-
sion circuit samples the data by the clock, data
retiming exhibits significant phase offset at high
speeds. Typical flipflops display unequal delays
from the D input to the output and from the
clock input to the output. Thus, if, for example,
the CK-to-Q delay is longer than the D-to-Q
delay by ∆T, the PD locks such that the data
leads the clock by ∆T, sampling the clock closer
to the zero crossing after the data experiences
the intrinsic delay of the PD. The VCO output
suffers from even more delay as it propagates
through the decision circuit, sampling the data
far from the middle of the eye. In other words, if
the difference between the CK-to-Q and D-to-Q
delays is equal to ∆T, the retiming suffers from a
skew of 2∆T.

The third drawback of the simple CDR archi-
tecture of Fig. 1b relates to the feedthrough of
data to the VCO output through both flipflops.
The output phase is disturbed on arrival of each
data transition, requiring that the VCO be fol-
lowed by a buffer stage providing significant
reverse isolation.

PHASE DETECTORS FOR
RANDOM DATA

As mentioned earlier, PDs for random data
must provide two essential functions:
• Data transition detection
• Phase difference detection
Furthermore, the skew effect described above
makes it desirable to retime the data inside the
phase detector, thus eliminating the explicit
decision circuit and the skew associated with it.
This observation immediately leads to another: if
the data is to be retimed by the VCO output,
then the flipflop(s) in the phase detector must
be strobed by the latter rather than the former.
In other words, unlike the DFF PD of Fig. 1b,
the phase detector must sample the incoming
data by the VCO signal.

THE HOGGE PHASE DETECTOR
How can a PD detect data transitions if it sam-
ples the data by the VCO output? A single DFF
fails to operate as a phase detector if it is used
in such a mode. However, recognizing that a
DFF produces a delayed replica of the input
data, we can arrive at a synchronous edge detec-
tor (Fig. 2a). Since sample B changes only on
the CK edges, Y = Din ⊕ B contains pulses whose
width represents the phase difference between
Din and CK. It is important to note that (a) the
circuit produces a pulse for each data transition,
providing edge detection, and (b) the width of
the output pulses varies linearly with the input
phase difference, suggesting that the circuit can
operate as a linear PD. We call this type of out-
put proportional pulses.

� Figure 1. a) The role of a CDR circuit in retiming data; b) an example of
CDR implementation.
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It may appear that the topology of Fig. 2a
satisfies the requirements of a phase detector
and can therefore be used as such. Unfortunate-
ly, however, the average value of the output is a
function of the data transition density, failing to
uniquely represent the phase difference for vari-
ous data patterns. For example, the average out-
put remains unchanged if the transition density
falls by a factor of two and the phase difference
rises by the same factor. In other words, two dif-
ferent phase errors may result in the same dc
output, leading to false lock.

To overcome the above ambiguity, the pro-
portional pulses must be accompanied by refer-
ence pulses. The latter are pulses that appear
only on data edges but exhibit a constant width,
eliminating the pattern dependency.

How can reference pulses be generated? We
note that if the retimed data (at point B) in Fig.
2a is delayed by half a clock cycle, TCK/2, and
XORed with itself, pulses of width TCK/2 are
produced for each data transition. As depicted
in Fig. 2b, the difference between the areas
under X and Y can be viewed as the PD output,
eliminating the ambiguity due to transition den-
sity. Note that under locked condition, X and Y
produce equal pulse widths. This circuit is called
the Hogge phase detector [2].

Let us summarize our thought process thus
far. In order to avoid skews in the decision cir-
cuit, we choose to sample the data by the clock
even in the PD. This in turn requires explicit
edge detection, carried out by a DFF and an
XOR gate. Finally, we produce a reference pulse
to eliminate ambiguity for different data transi-
tion densities.

Recall that the principal motivation behind
the above development is to retime the data
inside the PD. Does the Hogge PD accomplish
this? Indeed, both flipflops in Fig. 2b operate as
decision circuits as well, thereby providing
retimed data.

It is instructive to examine the behavior of
the Hogge PD in the presence of finite delays in
the flipflops. Owing to the CK-to-Q delay, ∆T, of
FF1, B changes ∆T seconds after the clock rises,
yielding a pulse at the Y output that is ∆T s
wider than the actual phase difference between
Din and CK. On the other hand, the CK-to-Q
delay of FF2 simply shifts the pulses at A by ∆T,
still producing a pulsewidth equal to one clock
period. As a result, X continues to produce puls-
es of width TCK/2 for each data transition. This
means, with a zero input phase difference, the
proportional pulses are wider than the reference
pulses by ∆T s. Thus, under locked condition,
Din and CK must sustain a skew of ∆T to equal-
ize the widths of the X and Y pulses.

The above skew effect becomes a serious
issue at high speeds. Since ∆T can be a signifi-
cant fraction of the clock period, a systematic
phase offset of several tens of degrees may arise
after the loop is locked, degrading the clock
phase margin and hence the jitter tolerance. In
order to resolve this difficulty, we can either nar-
row the proportional pulses by ∆T [2] or widen
the reference pulses by the same amount.

A drawback of the Hogge PD stems from the
half-cycle skew between the two XOR outputs
[3, 4]. Under locked condition, the PD produces
the reference pulse after the proportional pulse,
thereby creating a skew of TCK/2 between the

� Figure 3. a) Three-point sampling of data by clock; b) an Alexander phase detector.
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two. As a result, the VCO phase (which is pro-
portional to the integral of the control voltage)
is severely disturbed. The phase detector can be
modified to ameliorate this issue [4].

The Hogge topology is a linear PD, generat-
ing a small average as the phase difference
approaches zero. Thus, a charge pump driven by
a Hogge PD experiences little “activity” when
the CDR loop is locked. This behavior is in con-
trast to that of the bang-bang PD of Fig. 1b.

THE ALEXANDER PHASE DETECTOR
The Alexander configuration is another example
of PDs providing inherent data retiming. Follow-
ing our reasoning for the Hogge PD, we note
that this property requires that the data be sam-
pled by the clock, but a single DFF does not suf-
fice. Nonetheless, if the clock strobes the data
waveform at multiple points in the vicinity of
expected transitions, the resulting samples can
provide the necessary information.

Figure 3a illustrates the Alexander PD prin-
ciple, also known as the early-late detection
method. Utilizing three data samples taken by
three consecutive clock edges, the PD can
determine whether a data transition is present,
and whether the clock leads or lags the data. In
the absence of data transitions, all three sam-
ples are equal and no action is taken. If the
clock leads (is early), the first sample, S1, is
unequal to the last two. Conversely, if the clock
lags (is late), the first two samples, S1 and S2,
are equal but unequal to the last sample, S3.
Thus, S1 ⊕ S2 and S2 ⊕ S3 provide the early-
late information:
• If S1 ⊕ S2 is high and S2 ⊕ S3 is low, the

clock is late.
• If S1 ⊕ S2 is low and S2 ⊕ S3 is high, the

clock is early.
• If S1 ⊕ S2 = S2 ⊕ S3, no data transition is

present.
The foregoing observations lead to the circuit

topology shown in Fig. 3b [5]. Flipflops FF1 and
FF2 sample their D inputs on the rising edge of
CK, producing S3 and S1, respectively. Flipflop
FF3 samples Din on the falling edge of CK, and
flipflop FF4 delays this sample by half a clock
cycle, generating S2. Note that the sampling
points are defined by FF1 and FF3; the other two
FFs merely serve as delay elements.

Let us examine the waveforms at various
points in the Alexander PD to gain more insight
into its operation. As depicted in Fig. 3c, the
first rising edge of CK samples a high data
level. The second rising edge of CK then accom-
plishes two tasks: it produces a delayed version
of the first sample at the output of FF2 and
samples the low level on the input data. The
values of S1 and S2 are therefore valid for com-
parison at t = T1, remaining constant for one
clock period.

On the first rising edge of CK in Fig. 3c, FF1
samples a high level on the input data, and on
the next rising edge, FF2 reproduces this level.
The key point here is that the choice of clock
phases for the four FFs ensures that S1, S2, and
S3 reach valid levels for comparison at t = T1,
and remain at these levels for one clock period.
As a result, the XOR gates always generate valid
outputs simultaneously.

The Alexander PD is a bang-bang system,
exhibiting a very high gain in the vicinity of ∆φ
= 0. Consequently, a CDR loop utilizing this
PD locks such that S2 coincides with the data
zero crossings. While exhibiting a bang-bang
characteristic, the Alexander PD offers two
critical advantages over a simple DFF PD.
First, it retimes the data automatically, pro-
ducing a valid data waveform at the output of
FF1 and FF2 in Fig. 3b. Second, in the absence
of data transitions, it generates a zero dc out-
put, leaving the oscillator control undisturbed.
As a result, for long data runs, the VCO fre-
quency drifts only due to device electronic
noise rather than due to a high or low level on
the control line.

HALF-RATE PHASE DETECTORS
At very high speeds, it may be difficult to design
oscillators that provide an adequate tuning range
with reasonable jitter. For this reason, CDR cir-
cuits may sense the input random data at full
rate but utilize a VCO running at half the input
rate. This technique also relaxes the speed
requirements of the phase detector and, in some
CDR configurations, the frequency dividers.
Called half-rate architectures, such CDR topolo-
gies require a phase detector that provides a
valid output while sensing a full-rate random
data stream and a half-rate clock.

It is important to note that none of the three
PDs studied thus far can operate with a half-rate
clock. However, data transitions may be detected
properly if both edges of the half-rate clock are
utilized to sample the input data. Consider the
topology shown in Fig. 4a, where two D latches,
L1–L2, operate on opposite edges of the clock.
Note that each latch is transparent for half of
the clock cycle, passing data transitions to its
output. Assuming Din leads CK by ∆T and L1 is
transparent when CK is high, we observe that A1
goes high before CK falls and remains high until
CK rises. In other words, L1 produces a pulse
width equal to TCK/2 + ∆T. On the other hand,
if L2 is transparent when CK is low, A2 goes high
when CK falls and remains high only until Din
falls. That is, L2 generates a pulse width of TCK/2
⊕ ∆T. Thus, A1 ⊕ A2 exhibits a pulse of width
∆T for each data transition.

The above study implies that the simple
topology of Fig. 4a can indeed operate as a lin-
ear phase detector because it:
• Detects data edges
• Produces proportional pulses
However, as with the Hogge topology, this cir-
cuit must also provide a reference output to
uniquely represent the phase error for different
data transitions. To this end, let us follow the
latches with two more (creating a master-slave
flipflop in each path) and XOR the outputs
(Fig. 4b). In the presence of data transitions,
the outputs of L3 and L4 change on the falling
and rising edges of the clock, respectively. As a
result, C ⊕ D contains a pulse width of TCK/2
for each input data edge, serving as the refer-
ence output [6].

How does a CDR loop employing the PD of
Fig. 4b lock to random data? If the clock edge is
to strobe the data in the middle of the eye, the
proportional pulses are TCK/4 s wide, whereas
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the reference pulses are TCK/2 s wide. The dis-
parity between the average values of these out-
puts is removed by scaling down the effect of the
output of the second XOR by a factor of two,
that is, halving the corresponding current source
in the charge pump.

The half-rate PD of Fig. 4b also retimes and
demultiplexes the data, producing two streams at
the outputs of L3 and L4. The linear characteris-
tic of the circuit allows simple formulation of the
loop dynamics.

Let us now consider the early-late method
for half-rate operation. Since the Alexander
PD already requires sampling on both clock
edges for full-rate detection, it must employ
additional phases of the clock if it is to operate
in the half-rate mode. Shown in Fig. 5a, the
solution involves sampling the data by both the
in-phase and quadrature phases of the clock,
CKI and CKQ, respectively. Now, A1, A2, and
A3 play the same role as the consecutive sam-
ples in a full-rate counterpart. As depicted in
Fig. 5b, the implementation incorporates three
FFs sampling the data by CKI and CKQ, and
two XOR gates producing A1 ⊕ A2 and A2 ⊕
A3. Under the locked condition, the rising edge
of CKQ occurs in the vicinity of the data zero
crossings.

CDR ARCHITECTURES

With our foregoing study of PDs, we can now
develop complete CDR architectures. Each
architecture must include:
• Frequency and phase acquisition to ensure

lock despite process and temperature varia-
tions of the VCO frequency

• Data retiming inside the PD to avoid sys-
tematic skews
A critical difficulty in modern CDR circuits

stems from the use of low supply voltages. The
gain of VCOs must increase as the supply is
scaled down because the tuning range must
remain a constant percentage of the center fre-
quency. As a result, for a given ripple on its con-
trol line, the VCO suffers from greater jitter. A
method of alleviating this issue is to decompose
the VCO control into fine and coarse inputs,
allowing the latter to remain quiet after the sys-
tem is phase-locked. This concept is described in
the context of some CDR architectures.

FULL-RATE REFERENCELESS ARCHITECTURES
Frequency detectors capable of handling random
data obviate the need for external reference fre-
quencies. Figure 6a depicts a referenceless archi-
tecture [7], where loop I employs a frequency

� Figure 4. a) A simple linear half-rate PD; b) a complete half-rate PD.
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detector (FD) [7] and loop II incorporates one
of the PDs studied in an earlier section. Upon
startup or loss of phase lock, the FD produces a
dc level that drives VCO frequency toward the
input data rate. When the frequency error falls
within the capture range of loop I, the PD takes
over, phase-locking the clock to the data.

The above architecture entails two issues.
First, as the CDR circuit transfers the control of
the VCO from the FD to the PD, the two loops
may interact so heavily that the overall system
fails to phase-lock. In this case, the two loops
continue to “fight” indefinitely. Second, with the
actual random data produced in a network,
short-term spectral lines close but unequal to the
nominal data rate may appear occasionally, pos-
sibly confusing the frequency detector. For these
reasons, the bandwidth of the frequency-locked
loop (FLL) is typically chosen to be much small-
er than that of the PLL. These issues must be
studied carefully for each specific design and
application.

Note that this architecture employs only one
control line for the oscillator and must therefore
ensure a very small ripple. It is possible to modi-
fy the system as shown in Fig. 6b, where loop II
drives only the coarse control. This modification

also permits independent choice of the PLL and
FLL bandwidths.

ARCHITECTURES WITH EXTERNAL REFERENCES
Recall that it is desirable to decompose the
VCO control into fine and coarse inputs. A
CDR architecture utilizing such a scheme is
shown in Fig. 7a [8]. Here, loop I phase-locks
VCO1 to the input data through fine control.
Since the gain of VCO1 with respect to fine
input is relatively low, ripple on this line trans-
lates to a small jitter at the output. Of course,
the fine control may not provide enough tuning
range to encompass process and temperature
variations. Loop II is therefore added to lock
VCO2, a replica of VCO1,to NfREF, with the
resulting control voltage applied to the coarse
input of VCO1 as well. If NfREF is exactly equal
to the input data rate and the two VCOs match
perfectly, the fine control of VCO1 stabilizes at a
voltage equal to that on the coarse control. The
low-pass filter consisting of R1 and C1 suppresses
the ripple generated in loop II, thereby present-
ing a low-noise control to VCO2.

While reducing the effect of ripple, the archi-
tecture of Fig. 7a faces two issues. First,
inevitable random mismatches between the two

� Figure 5. a) The use of quadrature clocks for half-rate phase detection; b) a half-rate binary PD.
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VCOs lead to a substantial center frequency
mismatch even though the oscillators share the
same coarse input. For this reason, loop I must
still achieve a sufficiently wide capture range to
guarantee lock despite the initial frequency
error. With a typical frequency mismatch of a
few percent, random data PDs may not provide
adequate capture range.

Second, even if the oscillators match per-
fectly, the incoming data rate is not exactly
equal to NfREF because the reference frequen-
cy in the far-end transmitter is derived from a
crystal oscillator that may suffer an error of
5–10 ppm with respect to the fREF generator in

the receiver. Consequently, VCO1 and VCO2
operate at slightly different frequencies, possi-
bly pulling each other through the substrate or
supply lines. The use of differential swings for
both VCOs alleviates this issue, but asymme-
tries in each circuit still give rise to a finite
amount of crosstalk. It is interesting to note
that the large bandwidth of loop II partially
corrects for the pulling experienced by VCO2.
Loop I, on the other hand, has a bandwidth
commensurate with the communication stan-
dard and hence cannot counteract pulling
effects on VCO1.

Another general concern in the architecture
of Fig.  7a relates to the layout of the two
VCOs. If both oscillators incorporate LC tanks,
the large area occupied by on-chip inductors
creates difficulties in routing the signal and
power lines.

Figure 7b shows a relatively simple CDR
architecture that acquires frequency and phase
in two steps. Using a single VCO, the circuit
first enables loop II, thereby beginning to lock
the oscillator to NfREF. The lock detector moni-
tors the difference between fB and fREF, dis-
abling loop II and enabling loop I when the
frequency error drops to a sufficiently small
value (e.g., 0.1 percent). Thus, loop I begins
with a frequency error well within its capture
range, locking the VCO to the data. The lock
detector continues to operate so that loop II
can be activated again if loop I loses lock as a
result of unexpected noise.

It is instructive to compare the CDR archi-
tectures of Figs. 7a and 7b. Both topologies
require an external reference, but the latter need
not deal with frequency mismatches or oscillator
pulling. However, the former allows the use of
fine and coarse controls for the oscillator, where-
as the latter does not.

Another issue in the architecture of Fig. 7b
relates to the transition from loop II to loop I. If
the switches that perform this transition disturb
the control voltage significantly, the VCO fre-
quency may jump by a large amount, falling out
of the capture range of loop I. Thus, the charge
injection and clock feedthrough of the switches
must be examined carefully.

� Figure 7. CDR architecture using a) two VCOs; b) sequential locking.
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CONCLUSION

High-speed CDR design must deal with many
circuit and architecture issues, including jitter,
skews, and acquisition of lock. This article has
focused on the difficulties in the design of phase
detectors and CDR architectures, presenting a
number of high-speed topologies. In particular,
Hogge, Alexander, and half-rate PDs prove use-
ful as the data rates continue to increase. The
design of VCOs also presents many interesting
challenges, and the reader is referred to [1] and
various papers on the subject for details.
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