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Abstract—A time-interleaved ADC employs four pipelined
time-interleaved channels along with a new timing mismatch
detection algorithm and a high-resolution variable delay line.
The digital background calibration technique suppresses the
interchannel timing mismatches, achieving an SNDR of 44.4 dB
and a figure of merit of 219 fJ/conversion-step in 65 nm CMOS
technology.

Index Terms—Analog-to-digital conversion, interleaving,
pipelined analog-to-digital converter (ADC), time error detection
and correction, timing calibration, variable delay lines.

I. INTRODUCTION

F OR a given resolution, the power consumption of
analog-to-digital converters (ADCs) rises linearly with

the speed up to some point and then begins to ascend at an
increasingly higher rate. Consequently, the figure of merit
(FOM) remains relatively constant for slower designs and tends
to degrade for faster converters. With time interleaving, on the
other hand, each channel is granted a longer conversion cycle,
thus returning to the linear power-speed region. For example,
[1]–[3] employ interleaving to reach a sampling rate of several
gigahertz with a resolution of 10 to 12 bits, but they rely on
careful layout to minimize interchannel mismatches.
This paper presents an 8 bit 4 GS/s interleaved ADC incor-

porating a new timing mismatch calibration technique [4]. The
proposed technique does not require digital multiplication and,
therefore, lends itself to a low-power, low-complexity imple-
mentation. A low-jitter, high precision timing correctionmethod
is also introduced. With four interleaved pipelined channels, the
ADC achieves an FOM of 219 fJ/conversion-cycle in 65 nm
CMOS technology.
Section II provides the background for this work, dealingwith

interleaving issues and the tolerable imperfections. Section III
describes the proposed timing mismatch calibration technique,
and Section IV presents the ADC implementation. Section V
summarizes the experimental results.
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II. BACKGROUND

A. Interleaving Considerations

ADC architectures generally entail “timing overheads”
that only weakly scale with power dissipation [5]. In a
pipelined system, for example, the sub-ADC response, the
digital-to-analog converter (DAC) settling, the nonoverlap
time of the clocks, and the rise and fall times of the clocks
are ultimately dictated by the technology, placing a lower
bound on the conversion cycle even if power dissipation is
unimportant. For example, the 1 GHz ADC design described
in [6] and used here for each channel exhibits the following
values in 65 nm technology: a sub-ADC response of 180 ps, a
DAC time constant of 45 ps, a nonoverlap time of 50 ps, and a
clock transition of 20 ps. Thus, with about six time constants
necessary for the DAC settling, it becomes exceedingly difficult
to accommodate conversion times well below 500 ps even if
the residue amplifiers in each stage bear a linear power–speed
tradeoff.
This situation naturally calls for interleaving, ideally by a

factor sufficiently large to make the weakly scalable timing
overheads only a small fraction of the per-channel cycle. Such a
choice would allow operation in the linear power–speed region,
thereby affording the lowest FOM. However, several factors
oppose increasing the number of channels: 1) a direct area
penalty; 2) a proportionally higher input capacitance, which
may demand a power-hungry buffer [5]; and 3) additional
mismatches due to the routing of the analog input and clock
phases to the channels. A compromise is therefore necessary.
This work employs four channels.
With interleaving comes interchannel mismatches, de-

manding calibration techniques [7]–[16]. The correction of
offset and gain mismatches is fairly straightforward [17], [18],
but the timing mismatch presents a greater challenge and is the
focus of this work.

B. Tolerable Imperfections

Before developing a calibration algorithm for timing mis-
matches, we must determine the maximum tolerable imperfec-
tions that remain after the system is calibrated. Specifically, we
must decide that: 1) hog mismatch is acceptable and 2) how
much jitter the timing correction, if performed in the analog do-
main, can contribute.
To address the first point, we compute the signal-to-noise

ratio (SNR) penalty resulting from timing mismatches. It can
be shown that, for four M-bit interleaved ADCs sensing a sinu-
soidal input of frequency [5], we have

(1)
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Fig. 1. Maximum tolerable timing mismatch for different SNR penalties for
2 GHz.

where represents the rms mismatch of the second, third,
and fourth channels with respect to the first. Fig. 1 plots the
maximum tolerable for different SNR penalties if
and 2 GHz. We observe that a 1 dB penalty translates
to 180 fs. In practice, we aim for even smaller residual
mismatches because other imperfections such as clock jitter and
ADC electronic noise also demand their own budget in the de-
nominator of (1).
For the second point, namely the jitter [5], we also write

(2)

where is the rms jitter. In this case, a 1 dB penalty dictates
130 fs if and 2 GHz. For the same reason

as above, the jitter produced by the correction circuit must fall
well below this value.

III. PROPOSED TIMING-MISMATCH CALIBRATION

Numerous timing-mismatch techniques have been proposed
for interleaved ADCs [5], [7], [9]–[11], [13], [16], [19]. Among
these, the works [9] and [16] require an extra channel for cal-
ibration, the work in [19] has a limited input bandwidth, those
in [5], [9]–[11] demand digital multipliers, and those in [7] and
[13] employ long FIR filters.
As with other types of errors, the timing mismatch can be re-

moved by performing two functions, namely, detection and cor-
rection, with the former lending itself better to digital domain.
For the latter, we can choose: 1) the digital domain and hence a
sufficiently long high-speed FIR filter in the output data path [7],
which can consume a high power, or 2) the analog domain and

Fig. 2. Two-channel ADC: (a) waveform showing effect of timing error and
(b) timing mismatch detection block diagram.

hence a variable delay line (VDL), which can add jitter. In this
work, the detection and correction are realized in the digital and
analog domains, respectively, and operate in the background.

A. Timing-Mismatch Detection

The proposed detection method incorporates only registers
and digital adders. We first describe the idea for two interleaved
channels. Suppose, as shown in Fig. 2(a), channel 1 samples the
analog input at and and channel 2 at , where
is offset from its ideal value by . This means that the time

difference between samples and is seconds greater
(or less) than that between and . Let us now form two dif-
ferences and , and note intuitively that they
would exhibit equal averages if were zero. In other words,
we surmise that the average value of is
proportional to .1 It is difficult to prove this conjecture di-
rectly, but if we approximate the absolute value operation by a
squaring function, we can develop some insight.
Our objective is to prove that the average difference between

and is proportional to . We write the
expectation of as

(3)

(4)

where denotes the nominal sampling period and is the
average power. Since the expectation on the right-hand side of
(4) is in fact the autocorrelation of , , evaluated at

, we have

(5)

1The absolute values are necessary to ensure consecutive samples do not
cancel.
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Similarly, the average value of is equal to

(6)

For a small , , yielding
the difference between the averages as

(7)

The difference therefore reveals the magnitude and sign of the
timing mismatch if does not vanish at . We prove
in Appendix I that, for a signal whose bandwidth is limited to

, the autocorrelation’s derivative cannot be zero at .
The foregoing analysis suggests that the timing mismatch be-
tween two channels can be obtained by performing four opera-
tions: 1) delay and by seconds; 2) subtract the results
from and , respectively; 3) calculate the absolute value
of each difference; and 4) take the average of the difference
between these two differences. Fig. 2(b) depicts the high-level
implementation.
We now extend the above concepts to four interleaved chan-

nels. To this end, we consider the waveform shown in Fig. 3(a)
and view the first channel’s sampling times and as ideal.
We must then compute the timing mismatch of channels 2, 3,
and 4 with respect to channel 1. This calculation proceeds in
two steps: 1) detect and correct the mismatch between channel
3 and channel 1, making the third channel ideal and 2) detect
and remove the other two mismatches while relying on the cor-
rected channel 3. The first step evaluates
and the second evaluates and

. Shown in Fig. 3(b), the implementation produces the
three errors as , , and . (As explained below, initially

returns to the correction circuit to remove the mismatch be-
tween channels 1 and 3 while and remain idle.)
In summary, the proposed detection algorithm operates in

the digital domain, requires only adders and registers, needs no
redundancy in the analog domain, and affords low-cost, low-
power background calibration (Section IV).

B. Simulation Results

The mismatch detection technique can be verified with dif-
ferent analog inputs. Fig. 4 shows, as an example, as a func-
tion of the timing mismatch between channels 2 and 1 for a si-
nusoidal and a random, band-limited input. We observe that the
error varies monotonically and crosses zero at .
In order to ensure convergence of the calibration loop, we

construct a MATLAB behavioral model consisting of four mis-
matched sampling channels, the mismatch detector of Fig. 3(b),
and VDLs for clock phase adjustment. We then apply a mul-
titone or random input and examine the control of the VDLs
as a function of time and the overall output spectrum before
and after calibration. Fig. 5(a) shows, for a three-tone input, the
time behavior of one of the VDL controls, and Fig. 5(b) and (c)
shows the corresponding spectra. The sampling rate per channel
is 625 MHz, and each cycle collects 16 000 points. We observe
that the loop settles in about 15 cycles and the spurs fall below

Fig. 3. Four-channel ADC: (a) waveform showing effect of timing error and
(b) timing mismatch detection block diagram.

Fig. 4. Simulated error as a function of timing mismatch with different types
of inputs (arbitrary vertical scale).

the noise floor. Fig. 6 repeats the simulation with a random input
whose bandwidth is limited to 100 MHz so as to illustrate the
effect of the mismatches clearly. The effect of timing mismatch
manifests itself as several local peaks in the spectrum, vanishing
after calibration.
Also of interest is the performance of the mismatch calibra-

tion algorithm in the presence of clock jitter. We recognize that
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Fig. 5. Simulated (a) VDL convergence, and ADC output spectrum (b) before
and (c) after calibration for a multitone input.

the clock jitter experiences low-pass shaping and subsequently
manifests itself in the delay adjustment. As mentioned above,
the mismatch is measured over 16 000 points, thus averaging
out jitter components that vary sufficiently fast in this time in-
terval. With a sampling rate of 4 GHz, this averaging is roughly
equivalent to applying a low-pass filter to jitter with a corner
frequency of 250 kHz. Since the bandwidth of
the phase-locked loop generating the 1 GHz clock is typically
much greater, the jitter energy in this bandwidth is negligible.

C. Misdetection Considerations

Timing mismatch calibration techniques can be prone to mis-
detection and or divergence in the presence of certain inputs.
For example, the detection method described in [7] generates
an incorrect dc value in response to two input tones at and

, thus prohibiting convergence. It is therefore important
to study such issues for the proposed approach.
The mismatch detection scheme illustrated in Fig. 3 has a

“singularity” at , i.e., it generates a zero error if

Fig. 6. Simulated (a) VDL convergence, and ADC output spectrum (b) before,
and (c) after calibration for a random input.

Fig. 7. Sampling at .

the input contains only a tone at . This can be explained
by noting that the proposed technique requires at least four un-
equal consecutive samples to provide a measure of , but, as
shown in Fig. 7, the case of yields only two such
samples.
While the zero error for a single tonal input at implies

that the calibration loop fails, it also means that if the input con-
tains additional frequency components, then the loop converges.



WEI et al.: 8 BIT 4 GS/S 120 MW CMOS ADC 1755

Fig. 8. Simulated VDL convergence for (a) single tone at and (b) such a
tone plus a random signal.

Fig. 9. ADC architecture.

For example, we surmise that such a tone along with a band-lim-
ited signal creates a meaningful output error. This scenario is
more realistic as an ADC typically digitizes a random signal
while possibly sensing some leakage at as well. Fig. 8 re-
peats the plot in Fig. 6 for the two cases, namely, a single tone
at and such a tone plus a random band-limited signal. We
observe that the former does not converge but the latter does.
This is another important advantage of the proposed detection
technique over multiplication-based algorithms.

Fig. 10. Front-end bootstrapping circuit for each channel.

Fig. 11. Simulated (a) THD and (b) attenuation of input sampler.

IV. ADC IMPLEMENTATION

A. ADC Architecture

Shown in Fig. 9, the 65 nm CMOS ADC prototype consists
of four pipelined channels, a phase generator, and a phase-cor-
rection circuit. The pipeline is based on the design in [6], in-
corporating a 4 bit first stage, seven 1.5 bit stages, and a 2 bit
last stage. The multiplexed and downsampled outputs are sent
off-chip for three different calibration tasks: 1) per-channel cal-
ibration to remove the gain error of the pipelined stages due to
capacitor mismatch and the finite gain of the residue amplifiers
[6]; 2) interchannel offset and gain mismatch correction; and
3) timing mismatch detection as proposed in Fig. 3(b). The re-
sults created by this detection travel back to the chip on a serial
bus and drive the phase correction circuit so as to suppress the
timing mismatches.
The maximum analog input frequency that can be digitized

by an interleaved system is ultimately limited by the front-end
sampling circuit in each channel. Based on the ADC in [6], this
design allocates 25% of the 1 GHz per-channel clock period to
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Fig. 12. Implementation of (a) phase generator, (b) latch used in the divider, (c) 25% duty cycle logic, and (d) retiming logic.

sampling and 75% to conversion. Thus, the sampler must ac-
quire in 250 ps a 2 GHz full-scale input signal with sufficient
linearity and acceptable attenuation. Fortunately, bootstrapping
affords such a performance in 65 nm CMOS technology. Fig. 10
shows the bootstrapping circuit (adopted from [20]) used in each
channel, and Fig. 11 plots the simulated total harmonic distor-
tion (THD) and voltage gain of the sampler as a function of the
input frequency for a sampling rate of 1 GHz. We observe a per-
formance exceeding 10 bits for frequencies up to 2 GHz.

B. Phase Correction and Detection

The interleaved system requires four 1 GHz clock phases,
each having a 25% duty cycle so as to allow 250 ps for sam-
pling and 750 ps for conversion in each channel. As shown in
Fig. 12(a), a 4 GHz input clock is divided by two twice and
the 1 GHz phases are logically combined to generate outputs
- with a duty cycle of 25%. Fig. 12(b) shows the latch

topology used in each circuit and Fig. 12(c) the 25% duty
cycle logic. The overall phase generator consumes 17 mW at
full rate.
The above chain is roughly equivalent to a cascade of 11

gates, accumulating significant jitter. According to simulations,
the falling edges of exhibit a total rms jitter of 53 fs. As ex-
plained in Section I, a smaller jitter is desirable so as to mini-
mize the SNR penalty. In addition, the second circuit and the
duty cycle logic in Fig. 12(a) contribute substantial phase mis-
matches. Both of these effects can be suppressed through the
use of retiming [Fig. 12(d)]. Gating - , the falling edge
of 2 GHz clock now defines the sampling points created by
- , removing the above jitter and mismatch components.

The jitter observed in the retimed phases is about 31 fs.

The phase-correction circuit employs analog VDLs and ap-
pears in all four clock paths to avoid systematic skews. This
circuit must provide: 1) a delay tuning range wide enough to
accommodate the maximum anticipated mismatch, , and
2) a sufficiently fine step size, , to minimize the SNR
penalty. From floor plan considerations, we select
3 ps and from Section II, we target 30 fs, arriving at
a resolution of about 7 bits.
In addition to and , two other factors govern

the design of the VDL. First, the jitter must remain well below
the value of 130 fs computed in Section II, calling for a short
delay line. Second, the delay control must be somewhat linear
to avoid sharp changes, especially at the ends of the charac-
teristic. For example, the starved inverter shown in Fig. 13(a)
exhibits a slow rise in its delay as decreases from ,
but a fast change as approaches the threshold voltage of

300 mV . With process, temperature, and supply varia-
tions, it is difficult to obtain a wide range and yet avoid the very
nonlinear region.
In order to linearize the characteristics of starved inverters

and achieve a fine resolution, we incorporate one transistor that
is always on in parallel with another device whose on-resistance
is controlled. Depicted in Fig. 13(b), the circuit provides a max-
imum delay bounded by (when is off). Fig. 13(c)
plots the simulated delay of the original and the modified in-
verters as function of the control voltage. The new circuit’s
delay range, however, falls short of the 3 ps target. We now ex-
tend the idea to the retiming NAND gate as shown in Fig. 12(d),
where a one-bit coarse control shifts the previous characteristic
up or down by 2 ps. The fine delay adjustment is realized by
, whose gate voltage can be varied from to in

64 steps. With and , this scheme pro-
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Fig. 13. Implementation of (a) starved inverter, (b) modified inverter, (c) sim-
ulated delays, and (d) proposed VDL.

Fig. 14. Simulated delay versus VDL code under different process corner.

vides a of 30 fs. Fig. 14 plots the simulated delay as a
function of the control code for different process corners, dis-
playing a variation of about 0.5 ps. (The discontinuity at code
63 results from the overlap between the coarse and fine sections,
a precaution necessary to avoid “dead zones” in the delay char-
acteristic. Since the search begins with the coarse bit, this non-
monotonicity does not prohibit convergence.) Simulations also
reveal a total delay variation of 0.7 ps as the temperature varies
from 0 C to 80 C and 150 fs as the supply varies by 50 mV.
It is possible to observe the response of the calibration loop to

a change in the supply of the delay line. Since the mismatch be-

Fig. 15. Simulated calibration code convergence with a supply drop.

Fig. 16. Prototype ADC micrograph.

tween the clock paths slightly varies with the supply, the system
must settle to new codes. Fig. 15 plots as an example the code
for the second delay line as the supply steps by 100 mV at cali-
bration cycle 6. In this transient simulation, the back end collects
16 000 points for each cycle and accordingly adjusts the VDL
so as to minimize .

C. Logic Complexity and Power Consumption

Though realized off-chip in Matlab, the calibration logic has
also been investigated in 65 nm technology so as to estimate its
complexity and power consumption. The detection scheme of
Fig. 3 requires four registers (delay elements), nine subtractors,
six absolute value operations,2 and three averaging blocks, all
with a word length of 12 bits. These functions translate to ap-
proximately 800 gates. To estimate the power consumption, we
assume an average fanout of 3 and hence a load capacitance of
about 7.5 fF for each gate. If all 800 gates toggle at 1 GHz, the
logic draws 8.6 mW from a 1.2 V supply. As proposed in [5],
the detection need not be active at all times and can operate in
short, infrequent bursts while tracking temperature variations.
Such a timing would further reduce the power.

2The absolute value is calculated by inverting the sign bit.
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Fig. 17. Measured DNL and INL at a clock rate of 4 GS/s, (a) before , and (b) after per-channel calibration.

Fig. 18. Measured (a) timing calibration code convergence and (b)SNDR
during convergence of timing calibration.

V. EXPERIMENTAL RESULTS

The four-channel ADC, including the phase generation and
correction circuits, has been fabricated in TSMC’s 65 nm digital
CMOS technology. Shown in Fig. 16 is a photograph of the
die, whose active area measures 900 m 1500 m. The four
ADCs are stacked, with the analog input and the clock entering
from the center left and traveling to the four channels.
In order to facilitate testing and characterization, the outputs

of the channels are multiplexed and downsampled by a factor
of 625 on the chip. The ADC is mounted directly on a printed-
circuit board and tested with a 1.2 V supply. All of measurement
results are reported for a sampling rate of 4 GHz.

Fig. 19. Measured output spectrum (a) before, and (b) after timing mismatch
calibration (decimated by a factor of 625).

Fig. 20. Measured SNDR as a function of at 4 GS/s.

Plotted in Fig. 17 are the overall differential nonlinearity
(DNL) and integral nonlinearity (INL)3 before and after
per-channel calibration. The peak DNL drops to 0.75 LSB

3The INL errors at 4-GHz sampling rate arise primarily from the incomplete
settling of the reference voltages in the first stage of the pipeline.
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Fig. 21. Multiplication of spectra.

TABLE I
COMPARISON WITH STATE-OF-THE-ART DESIGNS

and the peak INL to 1.5 LSB. Fig. 18(a) plots as a function
of time the measured calibration codes driving the VDLs in
channels 2–4. This test is performed with a full-scale sinu-
soid at 2 GHz. We observe that first channel 3 converges and
then channels 2 and 4. From these codes, we estimate the
following timing mismatches as an example: 3 ps,

0 ps, 1.28 ps.
Fig. 19 displays the measured output spectra with a
-GHz input before and after calibration. The spurs resulting

from timing mismatches fall to about 60 dB and the SNDR
rises from 38.4 dB to 44.4 dB. Fig. 20 plots the measured
SNDR as a function of the analog input frequency, indicating
2 dB of degradation near the Nyquist rate. Fig. 18(b) plots the
measured SNDR during this convergence, revealing significant
degradation at the beginning due to the uncorrected timing
mismatches. The system was allowed to calibrate the timing
mismatches in the background for each input frequency. With a
random input, the calibration code would settle to an interme-
diate value so as to minimize the errors , , and in
Fig. 3(b).
The ADC draws 120 mW: 57 mW in the analog section,

46 mW in the digital section, and 16 mW in the four reference
ladders used in the first sub-ADCs of the pipelined channels.

Table I compares our prototype’s performance to that of recent
gigahertz ADCs with an SNDR range of 44 to 49 dB.

VI. CONCLUSION

This paper proposes an efficient digital background timing
calibration algorithm and a high-resolution delay adjustment
circuit. Avoiding redundancy or digital multipliers, the pro-
posed difference-based method affords precise calibration for
different types of input signals and covers a wide frequency
band. Using these concepts, a 4 GS/s time-interleaved ADC
exhibits an SNDR of 44.4 dB and an FOM of 219 fJ/conver-
sion-step at the Nyquist rate.

APPENDIX

Here, we prove that, if the bandwidth of a signal is limited
to , then the derivative of its autocorrelation is not zero at

.
It can be shown [21] that the derivative of the autocorrelation

is given by

(8)

where denotes the signal spectrum. We write
and replace

with . It follows that

(9)

The first integral is equal to zero because
is an odd function. To
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investigate the second integral, we recognize from Fig. 21(a)
that is an odd function with a bandwidth confined
to . We now multiply this function by
and integrate the result. As shown in Fig. 21(b), the odd
symmetry of the former and the even symmetry of the latter
guarantee that the product has a finite, positive area and hence

.
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