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Abstract— A SAR architecture is proposed that employs a
predictive technique to increase the conversion speed. In this
new technique, the comparator operates in parallel with the logic
and DAC, reducing the SAR timing budget per cycle to only one
comparator decision time plus its clock generation. Moreover,
a clock and input signal distribution method is presented that
improves clock phase matching in a time-interleaved system. This
is accomplished by delivering the primary clock to each channel
and generating their interleaved phases locally. Realized in 28-nm
CMOS technology, a 6-bit 10-GS/s 17.6-mW prototype achieves
an SNDR of 31.2 dB at an input frequency of 4.96 GHz and a
figure of merit equal to 59 fJ per conversion step.

Index Terms— Analog-to-digital converters (ADC), successive
approximation (SAR), time interleaved, predictive, ring counter,
clock distribution.

I. INTRODUCTION

THE successive-approximation-register (SAR) analog-to-
digital converter (ADC) has efficiently served a wide

range of resolutions and speeds for the past two decades.
In order to raise the conversion rate beyond the basic 1-bit-
per-cycle limit, a number of methods have been proposed [1],
[2], [3], [4], each entailing certain trade-offs. Of course, time
interleaving also proves effective, but at the cost of greater
input capacitance and area.

This work presents a new high-speed SAR architecture
that increases the conversion rate by means of a “predictive”
technique. Moreover, a method of clock and input signal
distribution is introduced to suppress clock phase mismatches
in an interleaved environment. Using these techniques, a 6-bit
prototype fabricated in 28-nm technology runs at 10 GS/s
while drawing 17.6 mW from a 0.8-V supply [5].

II. BACKGROUND

Asynchronous operation [6] and top-plate sampling [7] are
two approaches to increasing the speed. The former removes
the timing margins of the comparator’s decision time, while
the latter eliminates the settling time of the digital-to-analog
converter (DAC) for the most-significant-bit (MSB) cycle.
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Fig. 1. Generic asynchronous SAR architecture.

Consider the generic asynchronous SAR shown in Fig. 1,
where a StrongArm comparator along with a NOR gate
generates a self-clocking trigger (“Ready”) signal. When X
and Y depart from each other sufficiently, Ready goes high
and, after a delay of 1T , activates the comparator again. This
delay time is chosen to be equal to the logic delay plus the
worst-case settling time of the DAC: 1T = Tlogic + TDAC,max.
For cycle j , therefore, the loop requires

TSAR, j = Tcomp, j + Tasync + 1T, (1)

where Tcomp, j depends on the voltage difference sensed by
the comparator, and Tasync represents the delay of the self-
triggered clock.

We call the circuit consisting of Comp1, the NOR gate, and
the 1T the “digital” loop, and that created by the logic and
the DAC the “analog” loop. The key point here is that the
former must not be faster than the latter. This is to ensure
that Comp1 is clocked after the DAC has settled. It should be
noted that the “desired” delay, 1T , in Fig. 1 must be long
enough to allow the DAC to settle.

Assuming both asynchronous and top-plate sampling are
used, we write the conversion time of an N -bit ADC as

TADC = Tacq +

N−1∑
j=1

TSAR, j + Tasync + Tcomp,N, (2)

where Tacq denotes the acquisition time in the sampling mode,
and the summation represents the N − 1 asynchronous SAR
cycles.

A key limitation here is that no time borrowing or overlap
can be created between Tcomp, Tlogic, and TDAC, dictating
a “serial” operation. For resolutions around 6 bits, these
three components are comparable and must be independently
optimized.

In addition to asynchronous operation and interleaving,
other methods have been investigated. For example, one can
detect more than 1 bit per cycle [1], [3], [4], [8].
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TABLE I
SUMMARY OF SAR PRIOR ART

Fig. 2. Simplified predictive concept.

As another example, one can remove Tlogic through the use
of N comparators that are clocked in a domino fashion so as
to obtain N bits [2], [9]. The principal drawback here is that
the comparators’ kickback noise accumulates on the capacitive
DAC. Even if this kickback noise only introduces a common-
mode component, it alters the comparator’s offset from cycle
to cycle, introducing errors in the SAR loop or misdirecting
the offset calibration routine.

Table I summarizes examples of SAR prior art properties
for a 6-bit implementation.1 We should note that asynchronous
operation does not significantly improve the speed of 2-bit-per-
cycle ADCs [4]. The last row shows the speed improvement
afforded by our proposed technique, as explained in the
subsequent sections.

III. PROPOSED ADC ARCHITECTURE

A. The Predictive Concept

A binary tree presents only two possible outputs on its
nodes. Since the two are already defined, it is simply a matter
of deciding which path to take based on a given operation. The
same idea can be applied to 1-bit-per-cycle SAR ADCs: there
are only two possible DAC output levels, and one is generated
based on the comparator decision. We then surmise that both
of the candidate levels can be computed beforehand, and one
is used in the next cycle according to the comparator output.

Illustrated in Fig. 2 for a 4-bit system, this “predictive”
concept produces VREF/4 and 3VREF/4 simultaneously in the

1It is assumed that the logic and the DACs in a multi-bit loop operate in
parallel and hence have approximately the same delay as those in single-bit
topologies.

Fig. 3. Predictive SAR direct implementation.

first cycle. At the same time, Comp1 is clocked, and its deci-
sion selects one of these two levels for the next comparison.
We expect that the predictive technique reduces the SAR cycle
time. We formulate the result in Section III-D.

Let us now implement the concept in a generic SAR
loop. We begin with the structure depicted in Fig. 3, where
DAC1 produces the level for the present cycle, and DAC2 and
DAC3 those for the next. The MUX directs the output of
DAC1 to Comp1 in the present cycle. The resulting decision
commands the MUX to apply the output of DAC2 or DAC3 to
Comp1. We illustrate the detailed operation with the aid of
Fig. 4. In the first cycle, DAC1 settles to VREF/2 and Comp1 is
clocked while the DAC2 and DAC3 outputs are traveling
towards the candidate levels for the next cycle [Fig. 4(a)].
If Vin > VREF/2, the MSB is set to 1, and the cycle applies
the output of DAC2 to Comp1 [Fig. 4(b)]. Conversely, if Vin <

VREF/2, we have MSB = 0 and DAC3 drives Comp1. The key
point here is that the comparator decisions occur in parallel
with DAC settling times.

The foregoing realization of the predictive concept faces
three drawbacks. First, Comp1, e.g., the StrongArm topology,
cannot perform two evaluations without a reset phase in
between, thus requiring an extra delay in the timing budget.
Second, the multiplexing action depicted in Fig. 3 in fact
corrupts the DAC output voltages due to the charge stored
on the parasitic capacitance, C p, in the previous cycle. This
memory effect leads to nonlinearity even if C p is perfectly
linear, requiring that C p be less than 2% of the DAC capaci-
tance for 6-bit linearity. Third, the logic must remember which
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Fig. 4. Predictive SAR operation. (a) First cycle. (b) Second cycle if MSB
equals one. (c) Second cycle if MSB equals zero.

DAC has yielded a high or low level at the output of Comp1,
thus demanding great complexity.

B. Predictive SAR Conversion With Redundancy

The three issues identified in the previous section can be
alleviated by adding one more DAC and three more compara-
tors. As shown in Fig. 5(a), the proposed architecture directly
attaches each comparator to a DAC, forming a “sub-channel”.
It also incorporates two clock selectors so as to retime the main
clocks, C K and C K , for driving each comparator according
to the decisions of two others.

We now describe the system’s operation for two consecutive
bits. Suppose, as shown in Fig 5(b), the predictive SAR loop
begins with DAC1 generating an output equal to VREF/2.
We allow the input clock, C K , to reach C K1 and activate
Comp1, obtaining the MSB. At the same time, DAC3 and
DAC4 deliver the candidate values 3VREF/4 and VREF/4,
respectively. In this phase, DAC2 and Comp2 are idle.

In the next half cycle, the circuit transitions to the
state shown in Fig. 5(c). If X1 = 1, C K travels
to C K3 while DAC1 and DAC2 respectively generate
7VREF/8 and 5VREF/8 in anticipation of the next cycle.
Similarly, if X1 = 0, C K propagates to C K4, and DAC1 and
DAC2 yield 3VREF/8 and VREF/8, respectively. Fig. 6 summa-
rizes the ADC’s conditional actions. As explained below, in the

subsequent cycles, C K and C K become available internally
due to asynchronous operation. The predictive loop continues
until all the bits are obtained.

We should point out several attributes of the proposed
architecture. First, the presence of four DACs greatly simplifies
the logic because DAC1 and DAC3 always evaluate if the
current output bit is a ONE, and so do DAC2 and DAC4 if
the bit is a ZERO. Thus, no multiplexing is necessary, and the
clock selector simply senses the polarity of one comparator’s
output to produce a clock.

C. Asynchronous Operation

As with conventional SAR loops, the proposed predictive
architecture can benefit from asynchronous operation. Such
an endeavor must accommodate the clock selectors shown in
Fig. 5.

As explained in Section II, a conventional loop employing
a StrongArm comparator can generate a Ready signal. In a
predictive SAR environment, the same principle can be used.
Each comparator is reset by a Ready signal, which is delivered
by a neighboring comparator. Depicted in Fig. 7(a) is the
realization, wherein the Ready signals provided by Comp1 and
Comp3 are ANDed and then applied to the comparators.
Suppose Comp1 is in the reset mode, X1 = Y1 = 0,
and Ready1 = 1. After Comp3 makes a decision, X3 rises
[Fig. 7(b)] and travels to Comp1. Comp1 then evaluates,
forcing Ready1 to zero and resetting itself.

We next implement the clock selector, which from Fig. 5(a),
must pass C K to C K3 or C K4 according to the logical values
of X2 and X1. Due to the asynchronous nature of the circuit,
C K is not present anymore, requiring that the clock selector
generate a pulse depending on the comparator’s output level.
The dynamic-logic structure shown in Fig. 8 accomplishes this
task with minimal delay. The R input is initially high while
the comparators are reset. Thus P = Q = 1. After the ADC
sampling phase is finished, R falls to zero, allowing either
comparator to bring P or Q down and hence clock Comp3 or
Comp4.

To initialize the asynchronous operation, a Start signal is
added to the clock selector of C K1 (Fig. 9). During the
sampling phase, R = 1, and a latch sets Start = 1. Once the
sampling phase finishes, R falls, and the Start signal forces
P to zero, triggering C K1 and initializing the asynchronous
operation. At the first rising edge of C K1, the latch returns
Start to zero.

D. Timing Considerations

As mentioned in Section II, the “digital” loop in an asyn-
chronous SAR ADC must not be faster than the “analog”
loop. This restriction applies to our architecture as well, thus
demanding proper budgeting of circuit delays.

In the realization of Fig. 10(a), we can express these two
loop delays as follows:

Tdigital = Tcomp + TAND (3)
Tanalog = Tlogic + TDAC. (4)
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Fig. 5. Predictive SAR implementation with redundancy. (a) Predictive SAR with four compartors and four DACs. (b) First half-clock cycle. (c) Second
half-clock cycle. (Actual implementation is fully differential).

Fig. 6. Predictive SAR conditional actions.

We should remark that the logic typically consists of a
“pointer” register (a shift register for keeping track of the bit
under consideration in a given SAR cycle) and a DAC register
(which holds the data for the DAC) [Fig. 10(a)]. We denote
their delays by TP and TD , respectively. That is,

Tanalog = TP + TD + TDAC. (5)

Such preliminary implementation incurs an excessively
large value for Tanalog. Plotted in Fig. 10(c) are the simulated
results in this case (including layout parasitics), revealing that
Tdigital < Tanalog.

In order to meet the timing condition, we recognize that the
pointer can be clocked in the previous cycle. Given the finite
delay of the pointer, no race condition is observed, and we
can simply bypass the pointer in the analog path [Fig. 11(a)]:
We now have

Tanalog = TD + TDAC, (6)

obtaining the results shown in Fig. 11(c) and guaranteeing that
Tdigital > Tanalog.

These observations yield a total cycle time equal to Tcomp +

Tasync, where Tasync refers to the delay of the ready generator,

which is equal to TAND in our example. This result stands
in contrast to the cycle times listed in Table I for prior
architectures.

To provide a quantitative comparison, we have devel-
oped the following approach: From transistor-level simulations
(including layout parasitics), we can compute the delay of the
comparator as a function of its input difference, the delay
of the logic, the delay of the ready-signal detector, and the
settling time of the DAC as a function of its digital input.
Using the expressions for the timing budget per cycle in
Table I, an average conversion time and power consumption
are calculated and shown in Fig. 12. Note that for the DAC
time calculation, the worst case needs to be considered for
each SAR cycle so as to guarantee correct settling within
the fixed delay (1T ) in the asynchronous loop. With a 0.8-V
supply, on average, our predictive SAR technique is 27% faster
than loop unrolling and 40% faster than alternate comparators.
Another key point here is that the predictive operation greatly
relaxes the comparator reset time.

In finer technology nodes, the overall speed is expected to
improve. In Eq. (6), both the DAC register delay, TD, and the
DAC settling time, TDAC, decrease. Similarly, in Eq. (3), the
comparator response, Tcomp, and TNOR fall. So long as the
condition Tdigital > Tanalog is met, the proposed architecture
can achieve a higher speed.

Regarding the power penalty of using extra CDACs, the
predictive technique increases the power consumption by 66%
with respect to loop unrolling and by 28% with respect to
alternate comparators.

E. DAC Design

The use of four DACs in the proposed architecture could
potentially lead to significant input capacitance and area
penalties. This is even more critical when a large number
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Fig. 7. Asynchronous operation. (a) Realization in a predictive SAR
environment. (b) Waveforms.

of interleaved slices are required in modern communications
links.

The DAC unit capacitance can be as small as 30 aF for
negligible kT/C noise, suggesting that the lower bound is
dictated by matching. Based on prior work [11], we surmise
that unit values below 1 fF still offer acceptable matching
and select a 1-µm×1-µm, 0.43-fF parallel-plate structure
consisting of metal 5, metal 6, and metal 7 [Fig 13(a)].
The “cage” thus created minimizes fringe capacitances to the
surrounding geometrics [7].

To minimize the area, the DAC switches can be placed
below each capacitor [Fig. 13(b)]. At the same time, this
approach guarantees that each unit capacitor has the same
switch resistance seen by the reference. This scheme can be
modeled as the equivalent RC network shown in Fig. 15, where
C p represents the parasitic capacitance of the DAC to ground,
R the unit switch resistance, C the unit capacitance, and k the
conversion cycle. The transfer function can be expressed as:

H(s) =
Vout

Vin
=

2kC
2N C + C p

(
1

sτ + 1

)
(7)

Fig. 8. Circuit implementation of clock selector.

Fig. 9. Initialization of asynchronous operation.

where the time constant is given by:

τ = RC
(

C p

C p + 2N C

)
(8)
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Fig. 10. Timing considerations. (a) SAR logic’s critical path. (b) Waveforms.
(c) Simulated delays for analog and digital loops with timing violation.

Note that if C p is zero, the DAC has a zero time constant,
resulting in a sharp transition. Nevertheless, the actual time
constant is rather small considering that it is lower than RC .
Therefore, placing a switch on each unit capacitor does not
incur any settling penalty.

Each 6-bit binary DAC employs 64 units [Fig. 14(a)] (and
surrounds them by dummy cells). The routing of the data and
reference lines to the switches is illustrated in Fig. 14(b).

The complete symmetry minimizes deterministic mis-
matches. Shown in Fig. 14(c) are the binary groupings of

Fig. 11. Pointer register’s bypassing. (a) Analog and digital loops. (b) Wave-
forms. (c) Simulated delays for analog and digital loops with timing margin.

the units. The area occupied by all of the DACs is 8.7% of
the overall ADC area. The DAC has an input capacitance of
32.3 fF and a footprint of 8 µm × 24 µm. This yields a total
ADC input capacitance of 130 fF, where 85% corresponds to
the CDAC and 15% to top-plate routing, gate capacitance of
the comparators, and drain-source capacitance of the sampling
switch.

The transient currents drawn by the DACs from the analog
input and the reference merit attention. The former occurs
when the four DACs are in the sampling mode. This effect
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Fig. 12. Comparison among SAR speed-enhancement techniques for 6-bit
operation with a 0.8-V supply. (a) Estimated conversion time (effect of
metastability at very small inputs is neglected). (b) Estimated power con-
sumption.

Fig. 13. DAC design. (a) Unit cell. (b) Switches placement.

is quantified by the total input capacitance, 130 fF (including
routing), and the 50-� source impedance, yielding a time
constant of 6.5 ps and suggesting a fast recovery. Alternatively,
a source follower consuming 1 or 2 mA can serve as a buffer
here. The currents drawn from the reference must be studied
by noting that, in the predictive architecture, only two DACs
are active in a given SAR cycle. According to simulations,
they pull a peak current of 8.75 mA, which is provided by an
on-chip capacitance tied to the reference.

F. Comparator Design

As shown in Fig. 16, the dynamic comparator used in this
design corresponds to a StrongArm latch circuit [12] where

Fig. 14. DAC Array. (a) 6-bit binary DAC. (b) Unit capacitance’s routing.
(c) Binary grouping.

Fig. 15. CDAC equivalent RC network.

M8−11 serve as capacitors for offset correction. The design
methodology is based on [13], where the widths of M1,2
are set to obtain a maximum input-referred offset that can
be corrected by the offset cancellation scheme. The input
capacitance of the comparator is thus minimized, reducing
its contribution to the CDAC gain error and decreasing any
kickback noise generated by M7.

The predictive SAR uses four different comparators to quan-
tize a signal. However, only one comparator is activated per
cycle, suggesting that the noise contribution of the comparator
to the overall SNR is identical to a typical implementation.
The simulated noise of the comparator is 2.1 mVrms; for a
6-bit implementation, it degrades the SNR by 0.8 dB SNR.
The circuit consumes 340 µW at a clock rate of approxi-
mately 10 GHz.

G. Effect of Nonidealities

The four comparators and DACs employed in the proposed
architecture exhibit offset mismatches and gain mismatches,
respectively. In this section, we address these issues.
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Fig. 16. StrongArm Comparator.

1) Offset Mismatch: Consider the simplified diagram shown
in Fig. 17, where Vos1 and Vos3 denote the actual offsets of
Comp1 and Comp3, respectively. If the DACs are ideal, the
net input sensed by the comparators in two consecutive cycles
suffers from an inconsistency of Vos1 − Vos3. This translates
to a differential nonlinearity of the same amount, degrading
the signal-to-noise ratio. The StrongArm design in this work
displays an offset of ±30 mV ≡ ± 1.875 LSB, requiring
calibration.

We implement both fine and coarse offset calibration. The
former is based on attaching programmable capacitors to the
comparator’s internal nodes [Fig. 18(a)] [14], providing a
range of 9 mV in steps of 1.5 mV. A wider range is desirable,
but it would substantially reduce the speed and increase the
power consumption of the circuit. We therefore introduce
another mechanism for coarse tuning by recognizing that the
DAC contains an “idle” unit capacitor. Illustrated in Fig. 18(b),
the idea is to switch the bottom plate of this unit between V +

REF
and V −

REF, so as to create a step equal to ±0.5 LSB at X . This
method entails no penalty and greatly relaxes the design of
the comparator.

The coarse correction provides a step of ± 0.5 LSB, yielding
a total range of ± 1.3 LSB ≡ ±20 mV. In view of the 3σ

offset of ± 30 mV, this range suffices for 95% of cases and
trades with the comparator’s decision time, given that to create
a greater offset, extra capacitors are needed on their internal
nodes [Fig. 18(a)]. For product design, one should target a
finer correction.

The offset calibration routine operates as follows: For each
comparator, we begin with the most negative built-in offset
while setting the differential input to zero. Then, the com-
parator is clocked and its output is observed: if it is zero, the
built-in offset increments by one unit and the test is repeated,
if it is one, the built-in offset value is held and the calibration
is completed.

2) Gain Mismatch: The parasitic capacitances at the DACs’
outputs introduce a gain error, but it is their mismatch that
leads to DNL. As a worst-case scenario, suppose DAC3 and
DAC4 in Fig. 5(a) experience a top-plate parasitic equal to
C p while DAC1 and DAC2 incur none. Consequently, the
codes between +VREF/2 and VREF as well as those between

Fig. 17. Offset mismatch between comparators.

Fig. 18. Comparator offset cancellation. (a) Fine tuning. (b) Coarse tuning.

−VREF/2 and −VREF suffer from gain error [Fig. 19(a)]. The
DNL at code number n is expressed as

DNLn =
Wn

LSB
1 − α

α
, (9)

where Wn is the width between transitions n and n + 1 and
α = 1+C p/CDAC. The maximum deviation occurs at the last
transition, yielding

DNLn =

(
2N−1

− 1
) (

1 − α

α

)
, (10)

where N is the resolution.
For example, a DNL of 0.5 LSB with N = 6 translates

to C p/CDAC = 1.64%. Viewing this value as the maximum
tolerable mismatch and hence equal to ±3σ , we estimate σ =

0.27%.
For a more rigorous analysis, we must resort to Monte

Carlo simulations. Unfortunately, foundry design kits typically
do not provide mismatch statistics for parasitic capacitances.
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Fig. 19. Gain mismatch. (a) Gain error due to top-plate parasitic mismatch.
(b) Tolerable top-plate parasitic mismatch predicted by Monte Carlo simula-
tions.

Fortunately, the parasitics mostly arise from fringe compo-
nents, whose mismatch can be predicted from the statistics of
the fringe capacitors in the design kit. Using this approach,
we arrive at the tolerable top-plate parasitic plots shown in
Fig. 19(b).

The foregoing analysis results reveal two points. First, the
simple model described above indeed offers a reasonable
prediction. Second, according to Fig. 19(b), a 6-bit ADC
demands 1C p/CDAC = 0.3%, which is feasible without
calibration.

H. Comparison With 2-Bit-per-Cycle SARs

The predictive SAR technique offers speed enhancement
while employing multiple comparators and DACs, similar
to a 2-bit-per-cycle topology. The main difference is that
the predictive SAR architecture requires only one comparator
decision and two DAC settling times per conversion cycle. A
2-bit-per-cycle loop, on the other hand, demands three com-
parator decisions and three DAC settling times per conversion
cycle (Table I).

These observations point to two advantages of our proposed
architecture with respect to 2-bit-per-cycle SARs. First, since
we switch two DACs in a given cycle—rather than three—
we allow a higher output impedance for the DAC reference

Fig. 20. Look-ahead logic in [15].

Fig. 21. Sampling disturbance for overlapping clocks.

generator. Second, the use of only one comparator reduces
the loading presented to the logic in the clock path, providing
sharper edges.

To resolve 6 bits, a 2-bit-per-cycle SAR takes three syn-
chronous cycles, whereas ours requires six asynchronous
cycles. However, we recognize that the former triggers nine
comparators and the latter only six. In terms of DAC power
efficiency, we note that the former switches the DAC nine
times and the latter ten times.

I. Comments on Prior Art

We wish to emphasize key differences between the tech-
nique proposed in [16] and [17] and ours. The approach,
as described in [15], helps to reduce the time between the
comparator’s decision time and the DAC settling. This is
achieved by directly using the output of the comparator to
select the tap of a resistive ladder that acts as a DAC [Fig. 20].
This method appears to null the effective logic delay but does
not address the DAC settling time (through M0,1 and CX). Our
technique, on the other hand, reduces the overall loop delay
to Tcomp + TNOR [Eq. (3)].

IV. INTERLEAVED ADC IMPLEMENTATION

For a linear speed-power trade-off, the 6-bit predictive SAR
architecture can operate up to a sampling rate of 1.25 GS/s.
To maintain such trade-off at higher speeds, we resort to inter-
leaving, while bearing in mind the overhead power consumed
by clock generation and distribution.
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Fig. 22. Clock and signal distribution. (a) Local clock generation. (b) Ring counter in each channel. (c) Latch realizations with set (L1−2) and reset (L3−8)
inputs.

Fig. 23. Simulated propagation delay of input and clock transmission lines.

This work incorporates eight interleaved channels. The deci-
sion between overlapping or non-overlapping clocks entails
two issues. First, the former raises the overall ADC input
capacitance by as much as a factor of 4. Second, and more

TABLE II
POWER BREAKDOWN

importantly, in the presence of overlap, when one channel
begins to sample, it creates a large disturbance at the input that
takes some time to subside and may corrupt the value sampled
by another channel. As depicted in Fig. 21, the voltage
sampled at t = tb by C K1 is affected by the C K2 activity
at ta . For these reasons, we opt for non-overlapping clocks
with a duty cycle of 12.5%.
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Fig. 24. Die photograph. (a) Interleaved ADC. (b) Single-channel SAR.

Fig. 25. Measured DNL and INL after calibration.

However, the distribution of clocks with a pulsewidth of
100 ps presents daunting challenges. The pulsewidth shrinks
considerably as the waveform travels on long interconnects.
Moreover, the clock phases experience large mismatches in
such a distribution network. For example, a conventional
H-tree structure inevitably imposes an asymmetric environ-
ment for the eight phases, thereby introducing deterministic
mismatches. According to simulations of the extracted layout,
if eight channels are arranged in two rows, each 300 µm long,
an H-tree carrying four phases to each row would incur a
mismatch of 5 ps between the first phase and the third phase.

To address these issues, we propose a clock and signal
distribution scheme that employs two horizontal transmission
lines to match the propagation delay of the clock and the
input signal across the interleaved channels. Illustrated in
Fig. 22(a), the idea is to distribute only the differential phases
of the 5-GHz clock across the eight channels and produce
the necessary phase (with a 12.5% duty cycle) within each
channel. Simultaneously, the differential input signal travels in

Fig. 26. ADC output spectrum of a 1-Vpp,dif sinusoidal sampled at
10 GS/s, and input frequency of (a) 153 MHz before offset calibration,
(b) 153 MHz after offset calibration, and (c) 4.96 GHz (data downsampled
by a factor of 625). At 4.96 GHz, downsampled tone frequencies are equal
to f1 = fin − 310 fs/625, f2 = 621 fs/625 − 2 fin, f3 = 931 fs/625 − 3 fin,
f4 = 4 fin − 1241 fs/625, and f5 = 5 fin − 1551 fs/625.

the same direction as the differential clock, so both experience
the same delay as they reach each ADC channel.

To obtain a 12.5% duty cycle, one can use a 10-GHz clock,
a chain of ÷2, and logic. We instead opt for a 5-GHz clock
so as to relax the global distribution issues and reduce the
power consumption. This task is realized by a ring counter.
To ensure that the counters begin in proper order, an external
synchronization command, Sext, is applied at power-up. This
action does entail a few issues that are described below.
Figure 22(b) depicts the ring counter implementation, which
delivers outputs X1-X8 with a 25% duty cycle. An AND gate
senses X j and C K to convert the duty cycle to 12.5%. The
retiming action also removes the counter’s jitter contribution,
relaxing the design of the latches.

In this work, the latches are realized by clocked CMOS
(C2MOS) logic [Fig. 22(c)] with nearly-minimum-size tran-
sistors, so that each counter occupies a footprint of
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25 µm × 6 µm. The set and reset inputs force a ONE or
a ZERO at the latch output, respectively, while disabling the
clock path.

We should now make three remarks. First, the synchro-
nization of the counter resets in Fig. 22(a) requires that
all ring counters be released from reset in the same clock
cycle. For this reason, two flipflops in this path lower the
metastability rate. Specifically, FFG in Fig. 22(a) deals with the
long transition time of the global reset, Sext, and synchronizes
it with the 5-GHz clock. The output of this flipflop still
experiences distortion as it travels to the channels. Thus, FFL
in Fig. 22(a) locally retimes this command.

Second, the power consumed by the eight counters at 5 GHz
is equal to 1.7 mW, which is, in fact, lower than the conven-
tional case of distributing eight 1.25-GHz clocks. The buffers
necessary for driving eight lines would draw 2.2 mW. Thus,
the proposed scheme does not incur a power penalty.

Third, even though Vin and C Kin travel in the same direction
in Fig. 22(a), their phase difference varies from 0.4 ps for
Channel1 to 0.9 ps for Channel8 (Fig. 23). When the sampling
switches are open, the clock and signal delays are equal as
they travel through the array. This is possible because the clock
buffer and the sampling switch have similar input capacitances.
However, when one sampling switch is closed, the line sees
a much larger capacitance, exhibiting a longer delay. The
fact that this extra load is not distributed through the line
means it cannot be guaranteed that each ADC channel will
experience the same delay. Thus, a deterministic difference
arises. This 0.5-ps error translates to an interleaving phase
mismatch. We deal with this effect and random mismatch by
inserting a variable-delay line after each counter. This 7-bit
delay line provides a delay range of ±5 ps with a resolution
of 100 fs. The residual random or systematic skew is therefore
100 fs.

As mentioned above, one SAR channel’s power-speed trade-
off remains linear up to about 1.25 GS/s, naturally leading
to an interleaving factor of 8. Nonetheless, one may argue
that a slower architecture along with 32x interleaving can be
as competitive because both architectures have approximately
the same total number of comparators and CDACs and similar
input capacitance. However, increasing the number of channels
to 32 will inevitably face a much more complex clock, signal,
and reference distribution, and will be prone to a larger
mismatch. Moreover, in order to have the same efficiency
point, the power consumption of the comparator must be
reduced by 4x, inevitably doubling the comparator input noise
voltage and degrading the SNR.

V. EXPERIMENTAL RESULTS

The eight-channel interleaved ADC has been fabricated in
TMSC’s 28-nm CMOS technology. Figures 24(a) and 24(b)
show the overall die and a closeup for one channel. The
DAC reference voltages are shared among all of the channels
without any buffers. Measured with a 0.8-V supply, the circuit
blocks draw the power numbers listed in Table II at a sampling
rate of 10 GS/s.

The results presented here were obtained after correcting the
comparator’s offset and interchannel mismatches. The former

Fig. 27. Measured SNDR and SFDR as a function of input frequency sampled
at 10 GS/s.

Fig. 28. ADC performance up to a sampling rate of 16 GS/s and input
frequency at Nyquist.

TABLE III
PERFORMANCE SUMMARY AND COMPARISON WITH PRIOR ART

TABLE IV
COMPARISON WITH SINGLE-CHANNEL SAR CONVERTERS

is carried out using an on-chip loop. Timing mismatches are
removed by tuning the on-chip delay lines through the serial
bus. Interchannel offset and gain mismatches are calibrated
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Fig. 29. Comparison with recent converters. (a) Jitter aperture. (b) Schreier’s
figure of merit versus speed.

in the digital domain (off-chip). The estimated power con-
sumption and area for the digital calibration are 2.1 mW and
0.011 mm2, respectively. This calculation is based on [18],
where in our implementation, a 1.25-GHz core with 12-bit
coefficients is sufficient for gain and mismatch correction.
Unless otherwise stated, the sampling rate is 10 GS/s.

Plotted in Fig. 25 are the measured DNL and INL
profiles. Revealing peak values of +0.39/−0.29 LSB and
+0.38/−0.46 LSB, respectively. The peak DNL and INL
decrease by 0.29 LSB and 0.64 LSB, respectively, after
correction. The SNDR rises by 3.11 dB. The output spectra for
input frequencies equal to 153 MHz and 4.96 GHz are shown
in Fig. 26. The ADC achieves an SNDR of 34.5 dB at low
frequencies and 31.2 dB at Nyquist. For the latter, we estimate
that the quantization noise, thermal noise, the harmonics, and
the clock jitter contribute 21.8%, 25.7%, 5.7%, and 46.8%,
respectively, to the denominator of SNDR. The corresponding
SFDR values are 46.1 dB and 44.5 dB. The figure of merit
(FOM) ranges from 41 fJ/cs to 59 fJ/cs.

Figure 27 plots the measured SNDR and SFDR as a function
of the input frequency. We note that the SNDR remains above
30 dB and the SFDR above 42 dB across the entire first
Nyquist zone. The higher SFDR in the vicinity of 2.5 GHz
is attributed to the resonance of input bond wires and/or the

sharper selectivity of the off-chip filters used to remove the
higher harmonics of the RF signal generator.

While targeting a speed of 10 GHz, the design can, in fact,
reach sampling rates as high as 16 GHz for VDD = 0.85 V,
albeit at the cost of greater power. Depicted in Fig. 28 are the
SNDR and power plots for Nyquist-rate operation.

Table III compares the performance of our prototype to that
of the prior art in the resolution range of 6 to 7 bits and at a
sampling rate of 10 GS/s. Compared to the state of the art, our
implementation can achieve the same sampling rate operating
only with a 0.8-V supply, demonstrating the effectiveness of
the predictive architecture. In fact, the speed can be further
increased if the voltage supply is raised; however, it becomes
less efficient (Fig. 28). The majority of the power comes from
the SAR logic to ensure that Tanalog < Tdigital (Table II).
This can be improved by using techniques that relax the
DAC settling, such as redundancy [26]. Table IV makes a
comparison among recent single-channel SARs with sampling
rates near 1.25 GS/s. It should be noted that our single-channel
design faces tighter trade-offs as it targets use in a high-speed
interleaved system. Moreover, the measured SNDR of 33.4 dB
for a single channel is affected by the kickback noise of other
channels. We also attribute some FoM improvement in [25]
due to 22-nm FD-SOI technology. A comparison with other
converters reported in recent conferences [27] is shown in
Fig. 29.

VI. CONCLUSION

This work introduces a predictive SAR architecture that
offers a speed improvement. In addition, we propose a method
of clock and input signal distribution and generation that
alleviates pulse shrinkage and phase mismatch issues. These
concepts are realized in a 6-bit 10-GS/s ADC, achieving a
FOM of 59 fJ/cs at Nyquist.
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