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A 10-Gb/s CMOS Clock and Data Recovery Circuit
With a Half-Rate Binary Phase/Frequency Detector

Jafar Savoj and Behzad Razavi, Fellow, IEEE

Abstract—A 10-Gb/s phase-locked clock and data recovery
circuit incorporates a multiphase LC oscillator and a half-rate
phase/frequency detector with automatic data retiming. Fabri-
cated in 0.18- m CMOS technology in an area of 1.75 1.55 mm2,
the circuit exhibits a capture range of 1.43 GHz, an rms jitter
of 0.8 ps, a peak-to-peak jitter of 9.9 ps, and a bit error rate of
10 9 with a pseudorandom bit sequence of 223 1. The power
dissipation excluding the output buffers is 91 mW from a 1.8-V
supply.

Index Terms—Bang-bang phase detector, clock and data
recovery, frequency detector, ring oscillator, voltage-controlled
oscillator (VCO).

I. INTRODUCTION

T HE PROBLEM of clock and data recovery (CDR) in high-
speed optical communication systems continues to pose

interesting challenges at device, circuit, and architecture levels.
The design of low-noise oscillators and phase/frequency detec-
tors capable of operating with random data becomes increas-
ingly more difficult as the required speed scales up and the
supply voltage scales down, requiring new circuit topologies.

This paper describes the design and experimental verification
of a 10-Gb/s phase-locked CDR circuit. Based on a half-rate
topology, the architecture incorporates a multiphaseLC oscil-
lator and a bang-bang phase/frequency detector with inherent
data retiming. The frequency detector guarantees lock for oscil-
lator frequency variations up to 1.43 GHz.

Section II presents the CDR architecture and design issues.
Section III deals with the design of the building blocks. Sec-
tion IV summarizes the experimental results.

II. A RCHITECTURE

With a data rate of 10 Gb/s in a 0.18-m CMOS technology,
many design issues at the circuit and the architecture levels
must be considered. While technology-related difficulties such
as limited speed and low supply voltage dictate a half-rate CDR
architecture [1], the problem of frequency detection imposes ad-
ditional constraints on the behavior of the overall circuit and its
constituent building blocks. More specifically, referenceless fre-
quency acquisition requires that the transition from frequency
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Fig. 1. CDR architecture.

capture to phase capture be “smooth” to avoid glitches that may
drive the loop out of lock. This in turn means that, after fre-
quency acquisition is complete: 1) the phase detector (PD) must
automaticallytake over and 2) the frequency detector (FD) must
produce no output. The design of the PD and even the voltage-
controlled oscillator (VCO) is therefore heavily influenced by
the FD requirements and vice versa.

Various methods of referenceless frequency detection that
have been introduced in prior literature [2], [3] operate with
full-rate clocks, failing to generate correct information if used
in a half-rate architecture. In this work, a new approach to per-
forming half-rate phase and frequency detection is described.
The technique both achieves a high speed and automatically re-
times the data.

Shown in Fig. 1, the CDR architecture consists of a PD,
an FD, their associated voltage-to-current () converters, a
low-pass filter (LPF), and a VCO. At startup, the FD generates
an error signal that drives the VCO frequency toward half of
the input data rate, relinquishing the control to the PD when
the frequency error is sufficiently small. The PD then locks the
VCO phase to the input while producing a retimed output. The
inherent retiming capability of the PD proves essential at high
speeds as systematic skews in the flipflops would otherwise
degrade the tolerance of noise and the quality of detection
considerably [4]. Note that the VCO provides half-quadrature
phases, which are required for the FD operation. All of the
circuits except for the control path of the oscillator are fully
differential.

0018-9200/03$17.00 © 2003 IEEE
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Fig. 2. (a) Four-stageLC-tuned ring oscillator. (b) Waveforms with positive feedback. (c) Waveforms with negative feedback. (d) Amplitude and phase
characteristics of each stage.

III. B UILDING BLOCKS

A. VCO

In addition to generating multiple phases, the VCO must sat-
isfy the jitter, tuning range, driving capability, and output swing
requirements imposed by the system. An approach to producing
half-quadrature phases is to employ a set of coupled oscillators
[5]. This technique, however, requires sufficiently strong cou-
pling between adjacent oscillators to avoid parasitic oscillation
modes [6], [7]. With no prior knowledge of inductor and oscil-
lator performance in this technology, it was decided to avoid this
method. The use of two quadrature oscillators along with phase
interpolation suffers from similar issues.

The need for 45 phases naturally leads to a four-stage ring
oscillator, but ring topologies using resistive loads suffer from
three critical drawbacks: low speed, low for four
stages [8]), and poor driving capability. The performance of the
ring can be substantially improved if the loads are realized as
LC tanks [Fig. 2(a)]. Here, the oscillator frequency is a weak
function of the number of stages. The open-loopof the os-
cillator is much higher, the load capacitance can be absorbed
by the tanks, and the small dc drop across the inductors allows
large voltage swings even with a 1.8-V supply.

Unlike resistively-loaded rings, theLC topology of Fig. 2(a)
oscillates with positive or negative feedback. If the feedback is
positive, then all of the stages operate in unison, thereby pro-

ducing four in-phase signals [Fig. 2(b)].1 With negative feed-
back, on the other hand, each stage contributes a phase shift of
45 so that an overall phase of 180is distributed over the four
stages [Fig. 2(c)]. The oscillation frequency is thus offset from

by an amount necessary to yield the requisite 45
phase shift [Fig. 2(d)]. To determine , we model each tank
by a simple parallel network of , and , where repre-
sents the loss, and set the phase shift to 45

(1)

Defining , we have

(2)

For , . Note that the tank quality
factor falls slightly at , limiting the phase noise per-
formance of this topology. This issue can be alleviated by in-
creasing the number of stages so that approaches , but at
the cost of a larger number of inductors.

The actual implementation of each stage is shown in
Fig. 3(a). To achieve a wide tuning range with a low supply
voltage, the tank incorporates MOS varactors rather than pn

1This property may prove useful if the ring is distributed over a large system
so as to provide identical clock phases—in a manner similar to that in [9].
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Fig. 3. (a) Implementation of each stage. (b) Stacked inductor.

Fig. 4. Modulation of the varactor capacitance by the noise sources in the
oscillator core.

junctions. Realized as NMOS transistors placed inside an
n-well, the varactors nonetheless provide a wide dynamic range
only if their gate–source voltage can assume both negative and
positive values. This is accomplished by the level shift resistor

establishing an output common-mode level approximately
0.9 V below . Note that and the parasitic capacitances
of form a low-pass filter at node , suppressing the noise
at the second harmonic that can be potentially downconverted
to .

An important effect in the VCO that greatly increased the
phase noise in the experimental prototype is the modulation of
the varactor capacitance by the noise sources in the oscillator
core. As illustrated in Fig. 4, the noise currents produced by
and modulate the output common-mode voltage and hence
the capacitance of the two varactors. The output common-mode

Fig. 5. Distributed inductor model.

noise can simply be placed in series with to predict
the resulting phase noise. Specifically,

(3)

if the low-frequency resistance of the inductors is neglected.
Using the narrow-band FM approximation [10], we obtain the
resulting phase noise spectrum as

(4)

We make two observations. First, since the tail current source
must consume a voltage headroom of only a few hundred mil-
livolts, it exhibits a large transconductance and a high noise
current. Second, the MOS varactor capacitance slope ( )
reaches a maximum in the middle of the tuning range, yielding
a high and raising the phase noise substantially. In other
words, this effect further exacerbates the tradeoff between the
tuning range and the phase noise.

The above phenomenon has been verified by SpectreRF sim-
ulations, which indicate that the flicker noise of the tail current
sources and their diode-connected mirror device contribute 90%
of the phase noise at 1-MHz offset when the circuit oscillates at
5.0 GHz (near maximum ). These simulations predict a
phase noise of 88.25 dBc/Hz at 1-MHz offset, and the mea-
sured value (Section IV) is approximately86 dBc/Hz.

The inductors are formed using spiral structures. The induc-
tance value required for oscillation at 5 GHz is sufficiently small
( 3 nH) to allow the use of a single spiral. However, sim-
ulations indicate that the inductor self-resonance frequency is
increased if a modified stacked structure is used. Depicted in
Fig. 3(b), this topology forms the bottom layer in metal-3 (M3)
rather thanM4 orM5, substantially reducing the overall capac-
itance [11]. Note that the end point of thebottomspiral is con-
nected to ac ground.

The limited tuning range ofLC oscillators demands careful
modeling of the tank and layout parasitics so as to predict the
oscillation frequency accurately. The stacked inductor is there-
fore represented by the distributed network shown in Fig. 5,
where the spirals and their associated capacitances are decom-
posed into four sections. The loss of each section is modeled
by .

Each stage has a tail current of 4 mA, chosen to provide
large voltage swings and hence a high slew rate for low-jitter
sampling in the phase detector. Utilizing eight inductors, the
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Fig. 6. (a) A DETFF sampling the data by the clock. (b)S samples discarded for late and early clocks. (c) Detecting the absence of data transitions.

VCO occupies a large area (0.4 mm0.5 mm) and introduces
a number of issues in the layout and routing. These issues are
addressed in the Appendix.

B. Phase/Frequency Detector

The phase detector must sense the phase difference between
the input data and the half-rate clock only on data transitions.
Furthermore, to allow automatic data retiming, the PD must
sample thedata by the clock (rather than the clock by the
data), mandating a multipoint sampling scheme. Operating
as a bang-bang PD, the topology used in this work is derived
from the “data transition tracking loop” (DTTL) described in
[12] and [13]. The DTTL utilizes the quadrature phases of the
half-rate clock to sample the data in two double-edge-triggered
flipflops (DETFFs) (flipflops that sample the data on both
edges of the clock). For simplicity, we first present the circuit’s
operation for only the rising edges of the clock, considering the
cases of early clock and late clock.

To arrive at the PD design, first consider a single DETFF in
which the half-rate clock samples the data [Fig. 6(a)]. We note
that the samples collectively provide no phase information be-
cause they assume positive and negative values with equal prob-
abilities (if 1’s and 0’s occur with equal probabilities). How-
ever, let us identify three types of samples: those in the imme-
diate vicinity of positive data edges, , those in the immediate
vicinity of negative data edges ; and those near no data edges

. We discard the samples and examine the information
carried by and . As illustrated in Fig. 6(b), assumes
different polarities for early and late clocks, and so does.
Nevertheless, and still fail to represent the phase differ-
ence. On the other hand, if the samples arenegatedand used
along with the samples, then the result uniquely determines
whether the clock is early or late.

In order to discard the samples, the PD must detect the ab-
sence of data transitions. To this end, we retimeby a DETFF
driven by the quadrature phase of the clock, thereby generating
delayed edges of the data [Fig. 6(c)]. A positive transition on

means an sample has already been taken and must now
be used as the PD output. A negative transition on means
an sample has already been taken and must be negated and
used as the output.

The above observations lead to the PD implementation shown
in Fig. 7. Here, two latches operating on opposite clock phases
along with a multiplexer form a DETFF [3]. The signal con-
tains the and samples and the signal serves as the
retimed replica of . The third DETFF samples by ,
negating on the falling edges of . As a result, is
positive if the clock is late and negative if it is early.

The PD of Fig. 7 operates at high speeds because it employs
a half-rate clock. Since in the locked condition the rising and
falling edges of the in-phase clock coincide with data tran-
sitions, the quadrature clock samples at the optimum point,
thus generating at a full-rate, retimed data stream free of sys-
tematic offset.

If the in-phase clock in Fig. 7 samples the zero cross-
ings of data, then the two latches sensingbecome metastable,
yielding a small differential output at . Thus, the subsequent

converter produces a small net output current, allowing the
loop filter to retain the voltage developed in previous compar-
isons.

The binary PD used in this work is somewhat similar to a
simple D flipflop PD [14] in that it does not assume a tristate
output in the absence of data transitions. In other words, even
without any data edges, the PD continues to generate a high
or low level, thus charging or discharging the loop filter and
forcing the VCO frequency to drift. Nevertheless, with a loop
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Fig. 7. Phase detector.

(a)

(b)

Fig. 8. (a) Lock acquisition. (b) Clock phase in presence of 72 consecutive
bits.

bandwidth of about 5 MHz, the CDR circuit can tolerate rela-
tively long runs. Fig. 8 plots the simulated control voltage and
oscillator output phase versus time as the loop acquires lock and
experiences run lengths of 72 bits (at ns and 450 ns).
The maximum phase deviation after each run is approximately
10% of the clock period.

As with other half-rate phase detectors, the PD of Fig. 7 pro-
duces a beat component when sensing a data rate unequal to
twice the clock frequency. However, the dc content of the beat
is still zero, failing to represent the frequency error. In this work,
we extend the concept of full-rate frequency detection by means
of quadrature sampling (i.e., as in “quadricorrelator” [15] and
its digital version [3]) to half-rate frequency detection through
the use of half-quadrature phases. Depicted in Fig. 9(a), the FD
incorporates two instances of the half-rate PD, with the quadra-
ture clock phases applied to PDleading those applied to PD

(a)

(b)

Fig. 9. (a) Phase and frequency detector. (b) Timing diagram in the PFD for
slow and fast clock signals.

by 45 . From the waveforms shown in Fig. 9(b), we recognize
the following.

• If the clock is slow, then leads . Therefore, if
is sampled by the rising (falling) edges of , the

result is negative (positive).
• If the clock is fast, then lags . Therefore, if

is sampled by the rising (falling) edges of ,
the result is positive (negative).

To avoid the ambiguity associated with falling and rising
edges in the two cases, the FD of Fig. 9(a) employs a modified
DETFF similar to that used in the PD of Fig. 7. The idea is
that the falling edges of sample and negate before
routing it to . The signals and can therefore serve
as the phase error and frequency error signals, respectively.

As shown in Fig. 9(b), if the PFD is designed such that
has a ternary output, then the difference between and
contains positive and negative pulses for slow and fast clock sig-
nals, respectively. The polarity of these pulses determines the
sign of the frequency error. The multiplexer in the back-end
flipflop of the PFD can be modified to produce ternary pulses
[3] (Fig. 10). In the two normal states of operation, current is
steered to one of the two load resistors. In the third state, cur-
rent does not flow through any of the resistors and the output
settles at the common-mode level. This characteristic also tris-
tates when phase lock is achieved. Each of the three in-
puts to the multiplexer ( , , and ) has a differential
peak-to-peak swing of 1.2 V.

C. Converter

Fig. 11 shows the implementation of the converter. Since
the circuit drives the single-ended control of the varactors, it is
designed to provide a single-ended output. In phase lock, the
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Fig. 10. Modified multiplexer.

Fig. 11. V=I converter.

differential frequency error signal falls to zero. Therefore,
is equally split between and , affecting negligibly.
In order to reduce the ripple on the oscillator control voltage, a
relatively small current ( 125 A) is used.

Simulation results indicate that the capture range of the cir-
cuit is smaller than the VCO tuning range because the output
of the converter cannot swing from rail to rail. All of the
transistors in the converter have small overdrive voltages
to alleviate this issue.

D. Output Buffers

The output buffer delivering high-speed data to the external
load requires a wide band with well-behaved phase response
so as to introduce negligible intersymbol interference (ISI). In
order to drive doubly terminated loads with reasonable voltage
swings, the buffer must carry a large current, thus demanding
large transistors and hence exhibiting substantial capacitance at
its input. Inductive peaking has proved an efficient approach to
increasing the bandwidth in CMOS amplifiers [16], [17]. Shown
in Fig. 12, the buffer utilizes inductive peaking so as to drive
the output differential pair. Simulations indicate that the use of
inductive peaking in every other stage is sufficient to provide
ISI-free operation, reducing the required area. Each differential
pair is tapered up by a factor of two with respect to its preceding
stage. Since the quality factor of the inductors is not critical here,
the line width of the spiral structures is reduced to the minimum
necessary for electromigration. The width is therefore set to 4

m to achieve a high self-resonance frequency. Table I displays
the component values used in the design.

Fig. 12. Output buffer.

TABLE I
OUTPUT BUFFERCOMPONENTVALUES

Fig. 13. Chip photograph.

IV. EXPERIMENTAL RESULTS

The CDR circuit has been fabricated in a 0.18-m CMOS
process. Fig. 13 shows a photograph of the chip, which occu-
pies an area of 1.75 1.55 mm . ESD protection diodes are in-
cluded for all but high-speed pads. Nonetheless, since all of the
high-speed lines have a 50-termination to , they exhibit
some tolerance to ESD. The circuit is tested in a chip-on-board
assembly while running from a 1.8-V supply.

Fig. 14(a) depicts the measured VCO tuning characteristic.
The VCO achieves a tuning range of 1.2 GHz (24 ). The
maximum gain of the VCO is quite high, about 1.22 GHz/V, be-
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(a)

(b)

Fig. 14. (a) VCO tuning range. (b) Phase noise over tuning range.

cause the circuit was conservatively designed to achieve an os-
cillation frequency of 5 GHz despite poor models of active and
passive devices. Experimental results on six chips indicate that
the tuning characteristic of the VCO varies by about 1%.2 This
variation may reach a few percent for oscillators fabricated in
different lots and operating at temperature extremes, suggesting
that the tuning range can be reduced to achieve a smaller VCO
gain and a better phase noise performance. The VCO achieves
the highest signal purity at the lower end of its tuning range
( 102.35 dBc/Hz at 1-MHz offset). The open-loop VCO phase
noise at 5 GHz is 86 dBc/Hz. As explained in Section III, this
degradation is attributed to the modulation of the varactor ca-
pacitance by the common-mode noise in the VCO core. Despite
the relatively high phase noise, the closed-loop CDR suppresses
the in-band components, providing a low jitter.

Fig. 15(a) shows the spectrum of the clock in response to
a 9.953 28-Gb/s data sequence of length . The phase
noise at 1-MHz offset is approximately equal to107 dBc/Hz.
Fig. 15(b) depicts the recovered clock in the time domain. The
jitter performance of the CDR circuit is characterized by the
Anritsu MP1777 jitter analyzer. A random sequence of length

produces 9.9 ps of peak-to-peak jitter and 0.8 ps of rms
jitter on the clock signal. These values are reduced to 2.4 and
0.4 ps, respectively, for a random sequence of length .
SONET OC-192 specifies 0.1 unit interval (10 ps) as the max-

2Note that the inductance is defined by lithography and the varactor capaci-
tance by the gate oxide thickness, both of which are controlled very tightly.

(a)

(b)

Fig. 15. (a) Spectrum of the recovered clock. (b) Recovered clock in the time
domain.

Fig. 16. Measured jitter transfer characteristic.

imum peak-to-peak jitter on the clock signal if a bandpass filter
is placed between the CDR circuit and the measuring equipment
[18]. The measured jitter number is less than the number speci-
fied by the standard in the absence of the bandpass filter.

The measured jitter transfer characteristic of the CDR using
a pseudorandom bit sequence (PRBS) is shown in
Fig. 16. The jitter peaking is 0.04 dB and the3 dB bandwidth
is 5.2 MHz.

Fig. 17 depicts the full-rate retimed data. With a PRBS of
and no input jitter, the BER is equal to 10. The circuit

therefore does not pass the SONET jitter tolerance test. The lim-
ited bandwidth of the output buffer appears to cause this failure.

Despite the small loop bandwidth, the frequency detector pro-
vides a capture range of 1.43 GHz, obviating the need for ex-
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Fig. 17. Recovered clock and data.

ternal references. Note that this number is smaller than twice
the VCO tuning range because the converter driving the
control line of the VCO cannot swing from rail to rail. The total
power consumed by the circuit excluding the output buffers is
91 mW from a 1.8-V supply. The VCO, the PFD, and the clock
and data buffers consume 30.6, 42.2, and 18.2 mW, respectively.

V. CONCLUSION

A 10-Gb/s CDR circuit designed in 0.18-m CMOS tech-
nology performs frequency acquisition, phase locking, and data
regeneration. Achieving an rms jitter of 0.8 ps, this circuit is
the first CMOS CDR circuit to meet the jitter generation re-
quirements defined by SONET. The power consumption of this
circuit is much smaller than the power consumption of similar
circuits fabricated in bipolar or GaAs processes. The low power
dissipation, high integration, and low cost of the CMOS process
hold great promise for implementation of optical communica-
tion circuits in this technology.

APPENDIX

LAYOUT ISSUES

The VCO occupies a large chip area (0.4 mm0.5 mm)
as it incorporates eight spiral inductors. Therefore, the metal
lines carrying the multiphase clock signals from the core of the
VCO to the surrounding circuits are very long. These intercon-
nects are laid out using wide traces of the top metal layer in
order to reduce the resistance of the wire. This results in a large
routing capacitance because the fringe capacitance of the top
metal layer in a 0.18-m CMOS technology is several times the
bottom-plate capacitance. Shown in Fig. 18 are two possible ar-
rangements for the VCO and its buffer stages. In Fig. 18(a), each
buffer is placed next to each stage in the VCO, thereby mini-
mizing the capacitance seen by the VCO core but presenting a
large load capacitance to each buffer. In Fig. 18(b), on the other
hand, the buffers are close to the phase detector, thus requiring
that the VCO core drive significant interconnect capacitance.
Simulations using distributed models for the interconnects in-
dicate that the topology of Fig. 18(a) considerably attenuates
the clock signals that reach the PFD (primarily because sim-
ilar issues prohibit the buffers themselves from using inductors).
Thus, the latter configuration is employed at the cost of limiting
the tuning range and creating uncertainty in the oscillation fre-
quency.

The differential interconnects suffer from a large fringe ca-
pacitance. To remedy this issue, the routing can be designed

(a)

(b)

Fig. 18. Placing the clock buffers (a) next to and (b) far from the VCO core.

such that adjacent lines carry signals that are close in phase, e.g.,
45 rather than 180. But, as is evident from Fig. 18(a), such an
arrangement yields unequal line lengths and hence mismatch
between the clock phases. A spacing of 5m is therefore used
between differential lines to minimize the fringe component.

The metal trace connecting the control line of the VCO to the
pad is shielded by two metal layers that are connected to the
VCO supply. This minimizes noise coupling from the environ-
ment.
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