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Relation Between INL and ACPR of RF DACs
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Abstract— The integral nonlinearity of digital-to-analog con-
verters manifests itself as adjacent-channel power in RF trans-
mitters. This paper derives compact equations relating these
two quantities and verifies the results by simulations. Both
current-steering and switched-mode architectures are analyzed.

Index Terms— RF DAC nonlinearity, phase distortion, AM/AM
and AM/PM conversion, ACPR relation, INL.

I. INTRODUCTION

D IGITAL RF transmitters have become popular for their
numerous advantages over their analog counterparts [1],

[2], [3], [4], [5], [6], [7], [8], [9]. A digital transmitter (TX)
dispenses with most of the analog functions and contains
only one analog port, namely, its output. Of course, such
an approach relies on a high-speed, high-linearity digital-to-
analog converters (DACs). The DAC’s output settling must be
commensurate with the carrier frequency, and its linearity is
dictated by the tolerable distortion of the desired signal and/or
the adjacent-channel power ratio (ACPR). The latter proves
particularly challenging in cellular applications such as the
Long-Term Evolution (LTE) standard.

The nonlinearity and spurious-free dynamic range (SFDR)
of DACs have been studied extensively [10], [11], [12], [13],
[14], [15]. This paper focuses on the relation between the DAC
nonlinearity and ACPR. The objective is to provide compact
equations that help the designer decide how to select the
DAC unit cells and how much residual integral nonlinearity
(INL) can be tolerated after correction techniques such as
predistortion are applied.

Section II deals with the nonlinearity analysis of
current-steering DACs and Section III relates their INL and
ACPR. Section IV studies these DACs’ behavior if the input
is approximated by white noise, and Section V examines the
effect of phase distortion. Section VI repeats the computation
for switched-mode architectures.

II. NONLINEARITY OF CURRENT-MODE RF DACS

In this section, we focus on RF DACs that employ current
switching so as to deliver a high power to the antenna [5], [6],
[7], [8]. Figure 1 shows a common topology for a unit cell of
the DAC [7] where the cascode transistors allow large output
voltage swings without stressing M1 and M2. The principal
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Fig. 1. Typical unit cell used in RF DACs.

Fig. 2. (a) Baseband equivalent of a DAC, (b) its characteristic, and (c) the
characteristic shifted by N/2.

source of INL in this arrangement is the finite output resistance
of each unit. The resulting nonlinearity is typically excessive,
requiring some form of correction, e.g., predistortion [16].

As a design example, we choose 256 unit cells each having
a current of 1.54 mA and an output resistance of 1.2 k�.
We also assume the matching network transforms the 50-�
antenna resistance to 3.5 �. Such a design delivers a peak
power of about 20 dBm.

For our analysis in subsequent sections, we wish to approxi-
mate the RF DAC static characteristic by a polynomial. To this
end, we first consider a baseband DAC (without upconversion).
The INL is simulated by applying a digital ramp to the input,
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finding the output values, passing a straight line between the
end points of the characteristic, and computing the difference
between the two.

A. Baseband Model

Assuming that the DAC employs N identical units and
that N is an even number, let us begin with the equivalent
circuit depicted in Fig. 2(a), where each unit is modeled by a
current source equal to I0 and an output resistance equal to rO .
The total differential load resistance presented by the output
matching network is 2RL . We assume m current switches are
active on the left and N − m on the right. Since this DAC
is differential, Vout is an odd function of m around N/2,
a reasonable assumption in view of the small mismatches
between the two sides. It can be shown that

Vout = −I0 RL
(N − 2m)r2

O

(m RL + rO )[(N − m)RL + rO ] , (1)

hence

Vout (m = 0) = −I0 RL
Nr2

O

rO (N RL + rO )
(2)

= −I0
(N RL ) × rO

n RL + rO
(3)

= −I0[rO ||(N RL )], (4)

and Vout(m = N) = I0[rO ||(N RL )] due to the odd symmetry
around m = N/2 [Fig. 2(b)]. Since the INL and the slope
of this characteristic are invariant to m, we shift the plot to
the left by N/2 and introduce a new variable k = m − N/2
[Fig. 2(c)].

We surmise that this symmetric characteristic can be approx-
imated by a third-order polynomial of the form

Vout = α1k + α3k3. (5)

For k = ±N/2, we have

±α1
N

2
± α3

N3

8
= ±I0[rO ||(N RL )]. (6)

We must impose one more constraint, e.g., the value of the
polynomial must be equal to that of the actual characteristic
at m = N/4 and m = 3N/4 in Fig. 2(b) or, equivalently,
at k = −N/4 and k = +N/4 in Fig. 2(c). It follows that

α1

(
N

4

)
+ α3

(
N

4

)3

= −I0 RL(N/2)r2
O(

N

4
RL + rO

)(
3N

4
RL + rO

) . (7)

Equations (6) and (7) must be solved to obtain α1 and α3.
The polynomial approximation readily allows us to

calculate the maximum INL. For an input range from
k = −N/2 to +N/2, we pass a straight line through the
end points, subtract it from the polynomial, and differentiate
the result with respect to k. It follows that INLmax =
|α3| N3/12

√
3. The maximum differential output voltage is

equal to ±α3(N/2)3 ± α1(N/2), which is close to ±α1(N/2)
if the peak INL is less than about 4%. We normalize INLmax
to this value:

INLmax,n = 1

6
√

3

∣∣∣∣α3

α1

∣∣∣∣ N2. (8)

Fig. 3. Normalized INL as a function of k.

For the assumption |α3| (N/2)3 � |α1| (N/2) to be valid,
we have |α3/α1| N2/(6

√
3) � 4/(6

√
3) ≈ 0.38, concluding

that INLmax,n should be less than about 3.8%. For the unit cell
design values mentioned above, we have α1 = 5.3 × 10−3 V
and α3 = −1.7 × 10−8 V for N = 256. In this case, the peak
INL is about 2.1%. These values are computed by first finding
the unit cell’s rO (= 1.2 k�) and then using Eqs. (6) and (7).
Figure 3 plots the normalized INL of this DAC.

The effect of random mismatches within the DAC typically
falls well below that due to the output impedance. Since large
widths must be chosen for the unit output resistance so as to
deliver the desired power, the matching among them (which
is proportional to the transistors’ channel area) is generally
precise. As an example, an 8-bit design in 28-nm technol-
ogy providing a +20-dBm output requires a unit width of
roughly 45 μm, which exhibits a threshold voltage mismatch,
�VT H = AV T H /

√
W L [17], of 3.5 mV with AV T H =

4 mV · μm. We have designed an 8-bit DAC using the cell
shown in Fig. 1 for an output power of +20-dBm. We have
W1,4 = 45 μm, W2,5 = 14 μm. Figure 3 plots the simulated
INL profile of the circuit, revealing a maximum value of
2.1%. Moreover, Monte Carlo simulations indicate that the
INL rises to 2.3% when the mismatches are included. The
above transistor-level simulations have been carried out with
transition times of 20 ps for Dn and Dn . No glitches are
observed at the output.

According to transistor-level simulations, the memoryless
model of Fig. 2(a) is fairly accurate for carrier frequencies up
to several gigahertz in 28-nm technology. Beyond this range,
it is necessary to proceed with the AM/AM and AM/PM
models described in Section V.

B. Band-Pass Model

The INL results obtained in the previous section must be
revised for a band-pass DAC. The principal difference between
baseband and band-pass DAC designs is that the latter turns
the unit current sources on and off at the LO frequency.
Thus, the output conductance of each unit toggles between
1/rO and zero, presenting an “average” conductance equal
to 1/(2rO). We therefore expect that the rO terms in Eq. (1)
must be replaced with 2rO so as to model the band-pass DAC.
We prove this point in Appendix I.

With the aid of these observations, we now rewrite (6)
and (7) as

α1
N

2
+ α3

N3

8
= ±I0[(2rO )||(N RL)] (9)
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α1

(
N

4

)
+ α3

(
N

4

)3

= −I0 RL(N/2)(2rO )2(
N

4
RL + 2rO

)(
3N

4
RL + 2rO

) .

(10)

These equations are readily solved to obtain α1 and α3 for the
band-pass DAC.

III. INL-ACPR RELATION FOR

CURRENT-MODE RF DACS

To derive compact equations for the relation between
INLmax,n and ACPR, we wish to approximate the band-pass
modulated RF signal by simpler functions. We surmise that a
two-tone or four-tone representation may suffice.

Let us consider a two-tone model of the signal:
x(t) = A cos ω1t + A cos ω2 t, (11)

where ω1 and ω2 lie in the desired channel, but 2ω1 −ω2 and
2ω2 − ω1 in the adjacent ones. We select A = N/4 to avoid
DAC input overrange. At the output, the fundamental and
third-order intermodulation components exhibit amplitudes
equal to α1 A + (9/4)α3 A3 and (3/4)α3 A3, respectively. The
ACPR is given by the ratio of their powers:

ACPR = (9/16)α2
3 A6

2[α1 A + (9/4)α3 A3]2 (12)

= (9/16)(α3/α1)
2 A4

2[1 + (9/4)(α3/α1)A2]2 . (13)

Also, with A = N/4, Eq. (8) yields

INLmax,n = 8

3
√

3

∣∣∣∣α3

α1

∣∣∣∣ A2, (14)

which, upon substitution in Eq. (13), leads to

ACPR = (35/210)INL2
max,n

2[1 − (27
√

3/32)INLmax,n]2
. (15)

For example, an ACPR of −33 dB for Wideband CDMA
(WCDMA) [18] requires INLmax,n < 6.5%. This value reveals
that (27

√
3/32)INLmax,n is typically much less than unity

(after predistortion or other linearization techniques), allowing
a simpler expression:

ACPR ≈ 0.119 INL2
max,n. (16)

Similarly, we can also obtain the gain compression at the
maximum point, in terms of INLmax,n. The gain compression
at this point is given by

Gc = 2(α1 A + (9/4)α3 A3)2

2(α1 A)2 (17)

=
(

1 − 27
√

3

32
INLmax,n

)2

. (18)

We now repeat the foregoing calculations with four tones
spaced by �ω, each having an amplitude equal to N/8.
As shown in Fig. 4, the tones are so chosen as to place
their third-order intermodulation (IM) products in the adja-
cent channels. The output fundamentals and IM components
have the following amplitudes: a = α1 A + (15/2)α3 A3,

Fig. 4. Output spectrum in a four-tone test.

b = α1 A + 9α3 A3, c = (9/2)α3 A3, d = (9/4)α3 A3, and
e = (3/4)α3 A3. Adding the powers of the last three, we obtain
the adjacent-channel power, which should then be normalized
to the sum of the fundamental powers:

ACPR = [(9/2)2 + (9/4)2 + (3/4)2]α2
3 A6

2[α1 A + (15/2)α3 A3]2 + 2[α1 A + 9α3 A3]2 . (19)

Since A = N/8, Eq. (8) yields

INLmax,n = 32

3
√

3

∣∣∣∣α3

α1

∣∣∣∣ A2, (20)

and hence

ACPR = 23 × 35

214

× INL2
max,n(

1 − 45
√

3

64
INLmax,n

)2

+
(

1 − 27
√

3

32
INLmax,n

)2 . (21)

In a typical design, the denominator simplifies to approxi-
mately 2 − 5.36 INLmax,n, and

ACPR ≈ 23 × 35

215
INL2

max,n

(
1 + 2.7 INLmax,n

)
(22)

≈ 0.171 INL2
max,n

(
1 + 2.7 INLmax,n

)
. (23)

For INLmax,n ≈ 10% (25.6 LSBs for an 8-bit DAC),
we observe from Eq. (23) that the four-tone test predicts an
ACPR of −26.6 dB, about 2.6 dB higher than that of the
two-tone test.

Figure 5 plots the ACPR for different tests using
α1 = 1.95 × 10−2 and α3 = 3.1 × 10−7 and a progressively
larger number of tones, where for n tones, the input amplitude
of each is chosen equal to N/(2n). Here, INLmax,n = 10%.
We infer that n = 4 and hence Eqs. (21) and (23) provide
a reasonable approximation of the ACPR. In other words, the
ACPR is a function of the maximum input swing and INLmax ,
but relatively independent of the peak-to-average power ratio
(PAPR = 2n), or the input power [Pin = 1/(2n)].

According to transistor-level simulations, the results shown
in Fig. 5 change negligibly if the data transition times are
varied from 10 ps to 20 ps or if random mismatches are
included.

For circuit design purposes, we may be interested in the
ACPR as a function of the output resistance of the unit current
cell and the DAC resolution. Equations (9), (10), (20), and (23)
readily afford such expression (Appendix II).

The foregoing derivations can be repeated if the DAC input
does not reach its full scale. For A = γ (N/2), Eq. (23)
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Fig. 5. ACPR as a function of number of tones for INLmax,n = 10%.

Fig. 6. Illustration of DAC overrange.

assumes the form

ACPR = 0.171(16γ 2)INL2
max,n

(
1 + 2.7INLmax,n

)
, (24)

where γ ≤ 1/4 for four tones.

IV. WHITE-NOISE INPUT TEST

The multi-tone input signal representation in the previous
section readily leads to simple expressions relating the ACPR
to the DAC INL. Nonetheless, we must verify the validity
of Eqs. (21) and (23) for more realistic inputs. In this
section, we assume a band-limited white-noise input and use
simulations to check the accuracy of these equations.

Equations (21) and (23) have been derived for the case
where the DAC’s full scale is exercised. This scenario is
straightforward for a multi-tone signal but not for a white
Gaussian input as the latter can assume arbitrarily large
amplitudes with a finite probability. We expect intuitively
that “occasional” DAC overrange does not affect the ACPR
significantly. We must therefore select the noise variance
(or its rms value, σ ) such that the noise amplitude reaches
the full scale but exceeds it only infrequently. For example,
as conceptually illustrated in Fig. 6, with σ = N/2, DAC
overrange occurs 32% of the time, causing substantial clipping
of the waveform.

The foregoing thoughts indicate that the accuracy with
which the four-tone model predicts the ACPR for a random

Fig. 7. Comparison of ACPR behavior for four-tone and white-noise inputs
with α1 = 1.95 × 10−2 and α3 = 3.1 × 10−7.

signal depends, to some extent, on the signal’s amplitude
statistics. We return to this point below.

Representing the signal by band-limited white Gaussian
noise, we proceed with our analysis by selecting the power
of the noise equal to the total power of the four tones in
Section III. For a DAC input range of −N/2 to N/2, the
latter is equal to N2/32 as each tone has a peak amplitude
of N/8. The upconverted noise variance is thus chosen equal
to σ 2/2 = N2/32 and hence σ = N/4. Since σ is equal to
50% of the full scale in Fig. 2(c), the overrange probability
is about 4.5%. We now simulate the DAC with four-tone
and white-noise inputs and compare the resulting ACPRs.
We wish to plot the ACPRs for different input levels. For
an input level of k, we select (a) the peak amplitude of each
tone equal to k/4, and (b) a noise standard deviation equal
to k/2. Figure 7 shows the results, indicating an error of
about 0.2 dB up to k = N/2. We conclude that, even though
the white-noise input causes overrange 4.5% of the time, the
equation ACPR ≈ 0.171 (16γ 2) INL2

max,n

(
1 + 2.7 INLmax,n

)
is relatively accurate.

In order to investigate the robustness of ACPR ≈
0.171 (16γ 2) INL2

max,n

(
1 + 2.7 INLmax,n

)
, we now allow the

white-noise input variance to be greater than that of the
four-tone test so that the DAC overranges more frequently.
With σ = 1.2N/4, the overrange probability rises to 9.5%,
but, as shown in Fig. 7, the disparity between the two types
of tests still remains below 1 dB. We therefore conclude that
for signals causing less than 10% overrange, the expression
ACPR ≈ 0.171 γ 2 INL2

max,n is reasonably accurate.

V. EFFECT OF PHASE DISTORTION

IN CURRENT-MODE RF DACS

The static nonlinearity effect formulated in the previous
sections is the principal contributor to the adjacent channel
power. However, phase distortion also has some impact on the
ACPR. For example, the drain-substrate junction capacitance
of M3 and M6 in Fig. 1 varies considerably as the output
voltage swings from near zero to well above VD D. In this
section, we analyze this phenomenon.

For an intuitive understanding, we consider a DAC input of
the form x(t) = r(t) cos(ωct), where r(t) denotes amplitude
modulation (AM) and is the analog equivalent to k in Fig. 6.
Since the bandwidth of r(t) is roughly equal to that of the
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Fig. 8. (a) AM/AM, and (b) AM/PM characteristics in a differential DAC.

RF channel [19], we can assume that r(t) varies much more
slowly than the carrier does. The average value of the drain
junction capacitance is a function of r(t), causing the current-
to-voltage transformation at the output node to experience a
phase shift that depends on r(t). That is, the signal incurs
AM/PM conversion in addition to AM/AM conversion:

Vout(t) =
[
α1r(t) + 3

4
α3r3(t)

]
cos [ωct + θ(t)] , (25)

where θ(t) denotes the phase corruption. We wish to relate
the ACPR to θ(t).

It is important to note that, in a fully-differential system,
the envelope of Eq. (25) is an odd function of r(t), but the
phase is an even function (Fig. 8). The evenness of the phase
can be intuitively explained by the fact that the signal’s phase
shift should be the same whether the differential input swing
is +r or −r .

For the DAC design example in Fig. 1, we can use
simulations to construct the AM/AM and AM/PM character-
istics. This is accomplished by transistor-level simulations in
Keysight’s ADS, where a harmonic balance simulation is run
for every digital input. Here, we have W/L = 5 μm/30 nm.
Shown in Fig. 9, the plots provide the values of α1 and α3,
and the maximum phase excursions. The phase, θ(t), can be
expressed as a “baseline” value of about 84◦ (not shown) plus
a variable component, θ1(t), that reaches approximately ±6◦:
θ(t) = 84◦ + θ1(t).

The baseline value does not play a role in the nonlinearity
metrics, but θ1(t) is small enough to allow the approximations
cos θ1 ≈ 1 and sin θ1 ≈ θ1. For the input and output voltage
range of interest, we can model θ1 by an even function:
θ1 = β0 + β2r2. For example, in the simulated AM/PM
characteristic of Fig. 9(b), we have β0 = −0.1 rad ≈ −5.5◦
and β2 = 0.2 rad ≈ 11◦. While Fig. 9(b) implies that
y = 5.5+11r2 is not an accurate approximation, we see below
that it still provides a good estimate of the ACPR. It is helpful
for our subsequent derivations to associate the α j terms to
AM/AM conversion and the β j terms to AM/PM conversion.

We should note that our formulation of phase distortion
applies to different types of dynamic nonlinearity and even in
the absence of static INL. As mentioned above, the nonlinear
junction capacitance at the output nodes also lends itself to
this analysis if memory effects are negligible, i.e. if the signal
envelope does not contain rapid changes.

To calculate the ACPR, we first write the quadrature
amplitudes of Vout in Eq. (25) as Vout,i cos (ωct + 84◦) −
Vout,q sin (ωct + 84◦), where

Vout,i = (α1r + 3

4
α3r3) cos θ1 (26)

≈ α1r + 3

4
α3r3 (27)

Vout,q = (α1r + 3

4
α3r3) sin θ1 (28)

≈ (α1r + 3

4
α3r3)θ1 (29)

≈ (α1β0)r + (α1β2 + 3

4
α3β0)r

3. (30)

The ACPR is equal to the power in the adjacent channel, i.e.,
that due to terms such as rn, n �= 1, divided by the power in
the desired channel, i.e., that due to terms containing r1:

ACPR = 
Pn

P1
≈ P3

P1
, (31)

where

P3 = P3,i + P3,q (32)

= P3,i

{
1 +

[
α1β2 + (3/4)α3β0

(3/4)α3

]2
}

(33)

≈ P3,i

[
1 + β2

0 + 16

9
β2

2

(
α1

α3

)2
]

, (34)

and

P1 = P1,i + P1,q (35)

= P1,i (1 + β2
0 ). (36)

Equation (31) yields

ACPR = P3,i

P1,i

[
1 +

(
4

3

α1

α3
β2

)2 1

1 + β2
0

]
(37)

= 0.171 INL2
max,n

[
1 +

(
4

3

α1

α3
β2

)2 1

1 + β2
0

]
. (38)

The first and second terms in the square brackets on the right
hand side of Eq. (38) represent AM/AM and AM/PM ACPR
mechanisms, respectively. Thus,

ACPRP M = 0.171

(
1

6
√

3

∣∣∣∣α3

α1

∣∣∣∣ N2
)2

[(
4α1β2

3α3

)2 1

1 + β2
0

]

(39)

= 0.171

⎛
⎝ 2

9
√

3

|β2|√
1 + β2

0

N2

⎞
⎠

2

. (40)

We can therefore define

INLmax,n,P M = 1

6
√

3

⎛
⎝4

3

|β2|√
1 + β2

0

⎞
⎠ N2, (41)

which, upon substitution in Eq. (38), leads to

ACPR = 0.171 INL2
max,n + 0.171 INL2

max,n,P M . (42)

For the RF DAC of Fig. 9, Eq. (42) predicts an ACPR of
−26.2 dB while transistor-level simulations show an ACPR of
−26 dB, resulting in an error equal to 0.2 dB.

While the foregoing results are based on simulations, our
methodology and formulation can be applied to each specific
DAC design so as to determine how AM/PM conversion
translates to ACPR.
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Fig. 9. (a) AM/AM, and (b) AM/PM conversion for an 8-bit DAC design
along with approximations.

Fig. 10. Circuit diagram of a class-E RF DAC.

VI. SWITCHED-MODE RF DACS

In this section, we focus on switched-mode RF DACs,
namely, those in which switching units act as resistors rather
than as current sources. For example, Fig. 10 conceptually
shows a class-E RF DAC in single-ended form. Here, the load
components are so chosen as to ensure that both VDS1 and
its derivative are close to zero just before M1 turns on [20].
These conditions lead to

Cp = Psat

πω0V 2
D D

, (43)

X L = π

2

π2 − 4

π2 + 4

V 2
D D

Psat
, (44)

RL = 8

π2 + 4

V 2
D D

Psat
, (45)

for a given VD D, a desired saturated power, Psat , and a desired
carrier frequency, ω0. If the radio-frequency choke (RFC) has
a finite inductance, it can be absorbed in the Cp equation.

A class-E stage can accommodate a variable envelope
either through the use of polar modulation, wherein VD D
is modulated by the envelope, or by modulating the on-
resistance, Ron , of the output switch. In the latter case, the
switch can be viewed as a DAC, and Ron varies according to

the digital input, m. To compute the ACPR and relate it to the
INL, we first introduce a general model for class-E circuits.

A. Class-E RF DAC Model

Extensive efforts have been expended on modeling class-E
stages [21], [22], [23], [24], [25], but the resulting equations
are difficult to use for ACPR analysis. The lengthy expressions
developed in the prior work arise due to the use of standard
circuit analysis techniques such as Kirchhoff’s laws. We pro-
pose a new model that leads to general results and serves our
purpose well.

Modeling a class-E DAC by a polynomial presents certain
challenges. From the component values shown in Fig. 10,
we recognize that, to the first order, the output power, Pout ,
is independent of the total switch resistance. This means that
Pout saturates as the DAC input reaches a certain level and
the total on-resistance becomes sufficiently small. In other
words, the output is saturated for a wide range of the digital
input, making it difficult to approximate the behavior by a
polynomial.

We begin by noting that the switch in Fig. 10 acts as a
mixer, drawing a constant current from VD D and upconverting
it to the RF. We surmise that the switch, the RFC, and the
supply voltage can be modeled by an RF Thevenin equivalent
(Fig. 11). We must compute VT hev , RT hev , and the transfer
function from VT hev to Vout . With the class-E component
values, the transfer function reduces to

Vout

VT hev
= 0.43 − j0.5

1 + ZT hev (0.75 − j0.54)(Psat/V 2
D D)

(46)

in the vicinity of the desired carrier frequency.
In the next step, we determine ZT hev . The time-variant

nature of the network does not allow a direct analysis, but
we can approach the problem as follows. We expect that
ZT hev is proportional to the switch resistance, Ron , and write
ZT hev = λRon . We then prove in Appendix III that the transfer
function given by Eq. (46) is singular if Ron ≈ −0.4 �. That
is,

1 + λ(−0.4 �)(0.75 − j0.54)(Psat/V 2
D D) = 0 (47)

and hence λ = 2.2 + j1.6 if Psat = 1 W and VD D = 1 V.
Thus,

ZT hev = (2.2 + j1.6)Ron. (48)

The complex value of ZT hev is justified by noting that the
time-variant circuit makes the Thevenin impedance a function
of the load, as observed in N-path filters as well [26]. The
transfer function then reduces to

Vout

VT hev
= 0.43 − j0.5

1 + 2.5Ron(Psat/V 2
D D)

. (49)

The last piece of this puzzle is VT hev . Since the maximum
power delivered to the load, Psat , occurs with Ron = 0 and is
given by |Vout |2/(2RL), we have from Eq. (49):

|0.43 − j0.5|2|VT hev |2
2RL

= Psat . (50)

Replacing RL with [8/(π2 + 4)]V 2
D D/Psat gives

|VT hev | ≈ 1.64 VD D (51)

Authorized licensed use limited to: IEEE Xplore. Downloaded on October 02,2022 at 00:15:28 UTC from IEEE Xplore.  Restrictions apply. 



BABAMIR AND RAZAVI: RELATION BETWEEN INL AND ACPR OF RF DACs 3883

Fig. 11. Model of a class-E RF DAC at fc.

Fig. 12. (a) AM/AM, and (b) AM/PM conversion for a class-E RF DAC.

and

|Vout | = 1.07 VD D

1 + 2.5Ron(Psat/V 2
D D)

. (52)

We remark that this result holds for any class-E stage, but,
emphasizing intuition rather than accuracy, our analysis of
class-E operation assumes abrupt switching for the output
transistor(s) and hence does not include their nonlinearity
during transitions. Also, the nonlinearity of the output capac-
itance is neglected. Figure 12(a) plots this result against that
of the actual class-E stage for the case of Psat = 1 W
and VD D = 1 V. We observe a close agreement between
the two.

The output phase of class-E stages is also of interest. Unfor-
tunately, it does not lend itself to a closed-form expression,
necessitating curve fitting [Fig. 12(b)]. We obtain

� Vout = 0.22 arctan

(
Ron

1.5

Psat

V 2
D D

)
+ 1 rad. (53)

B. INL of Switched-Mode Class-E DACs

Equation (52) permits us to compute the INL of class-E
DACs as a function of the digital input, m. The net output
resistance is Ron = Ru/m, where Ru denotes the resistance
of a unit switching element. It follows that

|Vout | = 1.07 VD D

1 + 2.5(Ru/m)(Psat/V 2
D D)

. (54)

In a manner similar to the calculation in Section II-A, we pass
a straight line through the end points, subtract it from the
characteristic, and differentiate the result with respect to m.
The maximum INL thus emerges as

INLmax = 1.07 VD Dβ2 N2

(β N + 1)
(√

β N + 1 + 1
)2 , (55)

where β = 0.4 V 2
D D/(Ru Psat ) and N is the full-scale digital

input. This value should be normalized to the maximum output
voltage, |Vout(m = N)|:

INLmax,n = β N

(
√

β N + 1 + 1)2
. (56)

C. ACPR of Class-E RF DACs

For ACPR analysis, we consider a two-tone signal in the
form of

xin(t) = A sin ωmt cos ωct . (57)

The DAC can produce such an output if its overall switch
conductance varies in proportion to the signal envelope while
the phase of the LO switches between zero and π :

ron(t) = Ron

|sin ωmt| , (58)

φL O =
{

0, 0 < ωmt < π,

π, π < ωmt < 2π,
(59)

It follows from Eqs. (52) and (53) that

Vout(t) = 1.07 VD D

1 + 2.5Ron

|sin ωmt|
Psat

V 2
D D

× cos

[
ωct + 0.22 arctan

(
Ron

sin ωmt

Psat

1.5V 2
D D

)
+ 1

]
. (60)

It is possible to obtain the intermodulation products from the
Fourier expansion of this equation, but the results are too
complex to lead to a relation between the ACPR and the INL.
For this reason, we resort to curve fitting for the ACPR:

ACPR = 0.28⎡
⎣3

(
Ron Psat

V 2
D D

)0.8

+ 1

⎤
⎦

1.25
. (61)

As shown in Fig. 13(a), the fit is fairly accurate for a wide
range of Ron . Moreover, the simulation results depicted in
Fig. 13(b) indicate that increasing the number of tones beyond
four has little effect on the ACPR. Our approach allows the
designer to relate the nonlinearity and the ACPR by means of
simple simulations.
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Fig. 13. (a) ACPR of a class-E RF DAC as a function of Ron , (b) different
N -tone tests, and (c) two-tone and white-noise tests.

Figure 14 repeats the simulations with different LO rise and
fall times (tr and t f , respectively), and with a sinusoidal LO.
It is seen that the ACPR changes negligibly.

We repeat the white-noise test described in Section IV for
switched-mode DACs as well, arriving at the behavior shown
in Fig. 13(c). We conclude that white noise yields the same
ACPR as an N-tone input if σin = 1/(2Ron) and

ron(t) = 2Ron

|w(t)| , (62)

φL O =
{

0, w(t) ≥ 0,

π, w(t) < 0,
(63)

where w(t) denotes white noise with σw = 1.

Fig. 14. ACPR of a class-E RF DAC as a function of Ron for different rise
and fall times and a sinusoidal LO.

Fig. 15. ACPRs of a current-mode and a class-E RF DAC as a function of
INLmax,n .

D. INL-ACPR Relation for Class-E RF DACs

With the aid of the INLmax,n expression in Eq. (56) and the
ACPR behavior predicted by Eq. (61), we write

ACPR = 0.28[
3

(
0.4

β N

)0.8

+ 1

]2 (64)

≈ 0.28[
(1 − INLmax,n)

1.6

2 INL0.8
max,n

+ 1

]2 . (65)

It is interesting to compare this result to that obtained for
current-steering DACs, namely, Eq. (23). As plotted in Fig. 15
for INLmax,n < 10%, the two ACPRs differ by as much as
16 dB for a given INLmax,n at low output power levels. The
high ACPR arises because the switching action removes the
amplitude variation due to baseband filtering.

This ACPR advantage of current steering accrues at the
cost of power efficiency. In theory, class-A action yields a
maximum efficiency of 50% for this architecture, whereas
class-E operation, in principle, can approach an efficiency
of 100% [20]. In practice, the former has been used in
applications such as WCDMA [27], but the latter has also
been embedded in linearity-correction loops with envelope
tracking [28] or �
 modulation [9].
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Fig. 16. (a) DAC model with time-variant output resistance, and (b) output
waveform.

VII. CONCLUSION

This paper proposes simple expressions that allow the
DAC designer to compute the ACPR from the INL. Both
current-steering and switched-mode class-E DACs have been
analyzed. The results have been studied by simulations that
model the signal by multiple tones or white noise.

While our analysis has focused on current-steering
(class-A) and switched-mode (class-E) architectures, other
types of output stages can also be considered. For example,
a class-D DAC design [29] can achieve a high efficiency with
a nonlinearity similar to class-E. Another interesting candidate
is the class-G stage [30], which deserves a thorough analysis
and is beyond the scope of this paper.

APPENDIX I

Consider the simplified RF DAC model shown in Fig. 16(a),
where the current source toggles between 0 and I0, and
its output conductance, gO(t), between 0 and g1 = 1/rO .
We wish to compute the amplitude of the first harmonic
of Vout .

We note from Fig. 16(b) that, in the steady state, Vout jumps
down to −V1 when the current source turns on, discharges for
half of the period, jumps up to V2 when the current source
turns off, and charges for the other half. The time constants
are given by τ1 = L1/(RL ||g−1

1 ) and τ2 = L1/RL . We must
compute −V1 and +V2 and then find the Fourier coefficient
of the first harmonic of this waveform. We can readily predict
that

Vout = −V1 exp

(−t

τ1

)
, 0 < t <

T

2
(66)

= V2 exp

(−(t − T/2)

τ2

)
,

T

2
< t < T . (67)

Writing a KCL at the output node in Fig. 16(a) yields

[gL + gO(t)] Vout(t) + I (t) + 1

L

∫ t

0
Vout(τ )dτ = 0, (68)

where gL = 1/RL . This equation must hold at t = T −/2,
T +/2, T −, and T +. Writing this equation at these times and
combining the results, we obtain two equations in terms of
−V1 and V2, from which we have

V1 = I0

g1 + gL

exp [−T/ (2τ2)] − 1

exp

[
− T

2

(
1

τ1
+ 1

τ2

)]
− 1

(69)

V2 = I0

gL

exp [−T/ (2τ1)] − 1

exp

[
− T

2

(
1

τ1
+ 1

τ2

)]
− 1

. (70)

If the clock period is much shorter than the time constants,
we have V1 ≈ V2 ≈ I0/(g1 + 2gL). The amplitude of the

Fig. 17. (a) A model of a class-E stage, (b) waveform of the switch
conductance, g(t).

first harmonic of the waveform in Fig. 16(b) is (4/π)V1 and
is computed as follows.

4

π
V1 ≈ 4

π

I0

g1 + 2gL
= 2I0

π

(
1

2rO
+ 1

RL

) (71)

= 2I0

π
[RL || (2rO)] . (72)

APPENDIX II

We can obtain α1 and α3 from Eqs. (9) and (10) as follows:

α1 = 2I0 RLrO
(−R2

L N2 + 16RL NrO + 16 r2
O

)
(4rO + RL N) (4rO + 3 RL N) (rO + RL N)

(73)

α3 = 32I0 R3
LrO

(4 rO + RL N) (4 rO + 3 RL N) (rO + RL N)
(74)

Upon substitution in Eq. (20) and using the result in Eq. (23),
we have

ACPR = 0.171

[
8
√

3R2
L N2

9
(−R2

L N2 + 16RL NrO + 16 r2
O

)
]2

×
(

1 + 2.4
√

3R2
L N2

−R2
L N2 + 16RL NrO + 16 r2

O

)
(75)

APPENDIX III

In this appendix, we determine under what condition the
class-E transfer function expressed by Eq. (46) becomes singu-
lar. Considering the model shown in Fig. 17(a) and assuming
normalized values VD D = 1 V and Psat = 1 W, we note that
the high-Q resonator consisting of L1 and C1 is tuned to the
carrier frequency, ω0, and rejects higher harmonics. We then
approximate the admittance YL as

YL(ω) =
{

(RL + j Lxω)−1 , ω = ±ω0,

0, ω �= ±ω0.
(76)

The admittance Y0 thus emerges as

Y0(ω) =

⎧⎪⎨
⎪⎩

∞, ω = 0,

jCpω + (RL + j Lxω)−1 , ω = ±ω0,

jCpω, ω �= 0,±ω0.

(77)
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⎡
⎢⎢⎢⎣

g0 + Y−N g−1 . . . g−2N

g1 g0 + Y−N+1 . . . g−2N+1
...

...
. . .

...
g2N g2N−1 . . . g0 + YN

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

a−N

a−N+1
...

aN

⎤
⎥⎥⎥⎦ = −a0

⎡
⎢⎢⎢⎣

g−N

g−N+1
...

gN

⎤
⎥⎥⎥⎦ (89)

Fig. 18. Magnitude of Vout as a function of Ron for Psat = 1 and VDD = 1.

The circuit’s periodic switching allows us to expand g(t) and
vx (t) in Fourier series. We assume the waveform shown in
Fig. 17(b) for g(t) and write

g(t) =
+∞∑

k=−∞
gke jkω0t , (78)

where

gk =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1

2Ron
, k = 0,

1

nπ Ron
sin

(nπ

2

)
, k �= 0.

(79)

For vx (t), we have

vx (t) =
+∞∑

k=−∞
ake jkω0t , (80)

where a0 = VD D. The current flowing through the switch is
then obtained as

is(t) = g(t)vs(t) =
∑

k

ake jkω0t
∑

k

gke jkω0t (81)

=
∑

n

(∑
k

akgn−k

)
e jnω0t , (82)

Similarly, we have

i1(t) =
∑

n

anY0(nω0)e
jnω0t (83)

= −is(t). (84)

It follows that∑
n

(∑
k

akgn−k

)
e jnω0t +

∑
n

anY0(nω0)e
jnω0t = 0

→ ∀n �= 0 :
(∑

k

akgn−k

)
+ anY0(nω0) = 0. (85)

Limiting the Fourier series in Eqs. (78) and (80) to N
terms, we observe that Eq. (85) is valid for −N ≤ n ≤ +N,
n �= 0. Now, we rewrite this system of 2N equations and 2N
unknowns in a matrix form [Eq. (89)], as shown at the top of
the page, or as

M A = −VD DG, (86)

where M denotes the admittance matrix, and A the vector
of ak’s, and G the vector of gk’s. Here, A is the unknown
quantity. The transfer function is singular if the determinant
of M is zero. Taking N = 4 as an example, we set the
determinant of M to zero, obtaining

Ron ≈ R2
L + L2

xω
2
0

−2Cp L2
xω

3
0 + 2(Lx − Cp R2

L)ω0 + 2RL
(87)

≈ −0.4 �. (88)

Higher values of N yield Ron ≈ −0.4 � as well. This result
is confirmed by extending our circuit simulation to negative
values of Ron (Fig. 18). For other values of VD D and Psat ,
this critical Ron is simply scaled.
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