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Abstract—This paper presents trellis codes for the Z channel ~ Section Il reviews uncoordinated multiple access in the OR
designed to maintain a relatively low ones density. These codeschannel. Section Ill presents the design of nonlinear trellis
have applications in pulse-position modulation systems and as coded modulation (NL-TCM) for this application. Section IV

a solution for uncoordinated communication on the binary OR . .
multiple-access channel (MAC). In this paper we consider the presents a transfer-function bound for NL-TCMs operating on

latter application to demonstrate the performance of the codes. the Z-Channel. Section V presents performance results, and
The OR channel provides an unusual opportunity where Section VI concludes the paper.
single-user decoding permits operation at about 70% of the full
multiple-access channel sum capacity. The interleaver-division Il. UNCOORDINATED MULTIPLE ACCESS IN THEOR
multiple access technique applied in this paper should approach CHANNEL
that performance with turbo solutions. However, the current . . .
paper focuses on very low latency codes with simple decoding, [N the multiple access OR channel, if all users transmit
intended for very high speed (gigabits per second) applications. & zero, then the channel output is a zero. However, if even
Namely, it focuses on nonlinear trellis codes that provide about one user transmits a one, then the channel output is a one.
3(_’;;4" of thle fullltmultipl_?r-]accetss"s_um gapacitydat highdSpeed_?_ arllld The information-theoretic capacity region of this channel is
with very low latency. These trellis codes are designed specifica . . .
for the &-Channel ¥hat arises in a multiple-use? OR é)hannel,ythe union of all rate pairs with a sum-rat_e (the sum of all .
when the other users are treated as noise. In order to optimize the rates of the system) less than 1. As discussed above, this
the sum-capacity of the OR-MAC, the trellis code transmits capacity may be achieved with time-division multiple access,
codewords with a ones density much less than 50%. Also, ajoint decoding of all the transmitted sequences, or sequential
union bound technique that predicts the performance of these {ecoding if transmitted ones densities are carefully controlled.
icrﬁdes Is presented. Results from simulations and aworking FPGA p| of these solutions require either coordination of all users or
plementation are shown. g o >
a very complex decoder, neither of which is currently feasible

. INTRODUCTION at gigabit per second sum rates.

Completely uncoordinated transmission on the OR-MAC is In high-rate applications where complete coordination is not

theoretically possible with the same efficiency as TDMA iPossmle and joint or successive decoding is unavailable for

joint decoding is employed. Joint decoding can be Simplifiﬁ‘mplexny reasons, the other users must be treated as noise.
i

. L o is transforms the OR channel into the Z-Channel shown in
to sequential decoding if the ones densities of each transmitter

) ..~ U Fig. 1. If we assume that all users have the same transmitted
are carefully controlled [1], but this level of coordination is : " I, :
L . T ones density, the transition probability is a function of the
not qualitatively different from assigning time slots.

These schemes are fully efficient in that each received a%me transmitted ones density employed by the desired user.
> TUly . ough not required, we maintain this assumption throughout
conveys one useful bit of information. However, completel

. . L e paper for simplicity.
uncoordinated transmissions using interleaver-division multi- pap plictty

: : The maximum theoretical sum-rate when treating the other
ple access (IDMA)[2][3] and simple decoding that treats Othet'sers as noise (assuming each user employs the sa?ne ones den-
users as noise is an attractive alternative. Surprisingly, in t I . i

; . . " Sity) decreases as the number of users increases. However, it
multiple-user OR channel, this relatively low-complexity ap: always lower bounded biy 2 ~ 0.6931. This is a relatively
proach can theoretically achieve about 70% of full efficiencg. . ‘

Thi r presents an uncoordinated multiol mall loss in rate for the substantial reduction in complexity. In
S Paper presents an uncoordinate UMIpIE ACCeSS S¥Rier to be able to achieve this maximum theoretical sum-rate,
tem employing IDMA in which the other users are treate

as noise. To allow decoding at verv hiah speeds in the n (ra optimal ones density of each individual user decreases as
" ) ading Ty Nigh spe '$AE number of users increase. For example, the optimal density
future, this paper investigates trellis codes which operate in

2 bflones isp: ~ 0.2864 for 2 equal-rate user 1~ 0.1080 for
range of 30% of full efficiency. In other work [13], we areg equal-rgtle users, ang ~ 0?0558 for 12 elejal-rate USErs.

T : . o I
also designing turbo solutions, which approach the 70% limit On the other hand, when maintaining equally likely ones and

with higher complexity and latency. . . .
9 piexity Y zeros p; = 0.5) the maximum theoretical sum-rate rapidly
This work was supported by the Defence Advanced Research Projggcr_eases to _Zero with the number of users. For example, the
Agency under SPAWAR Systems Center San Diego Grant N66001-02-1-8988aximum achievable sum-rate is less than 10% for 6 users and



Hamming weights, the codeword with the smaller Hamming
weight (denote itc;) will never be incorrectly decoded by
a maximum likelihood (ML) decoder when the code with
the larger Hamming weightc() is transmitted. Then, when
considering the pairwise behavior of these two codewords,
the only distance that matters i&,(ca,c1). On the other
hand, if both codewords have the same Hamming weight, the
directional Hamming distances are equal and errors can be
Fig. 1. - Z-channel resulting from the OR-MAC channel when other users aigade in either direction. Note that in any case, the directional
treated as noise. . .

distance that matters is the larger of the two.

less than 1% for 10 users. Poor performance ofgthe- 0.5 ~ Thus a proper definition for the pairwise design metric
case demonstrates that codes with low ones densities arghguld be the maximum pairwise directional Hamming dis-
requirement for this application. tance:

One successful approach for uncoordinated multiple-access d iy B d d 1
is Interleaver-Division Multiple-Access (IDMA) [2][3]. With (ei,¢j) = d(cj, ¢) = max[dp(ei; ¢;), dp(ej, ei)] - (1)
IDMA, every user has the same channel code, but each usersyis metric for the z-Channel is well known, appearing in
co_de blts_are permuted using a rar_l_domly drawn_mterleasz{] and [5] among other papers.
unique with extremely high probability. The receiver is as-
;umed to know the inter.leaver of the desired user. With IDMA. pessimistic definition of distance
in the OR-MAC, a receiver sees the desired signal corrupted ) ) ) ) L )
by a memoryless Z-channel. We performed simulations com-PUue to its non-linearity, this definition of distance cannot
paring an NL-TCM code under two channels: 1) a 6-user OI_Q-e _applied branch-wi_se, since it is impossible to te_II from an
MAC channel using IDMA and 2) the equivalent Z-channéfw“\”dl_JaI bra_nch which codeword will er_1d up having more
that the receiver would see if the errors were not genera mming welght. For that reason, we will use a pes§|m|§t|c
by codewords but by random errors. The performance was inition of distance for our trellis code design, considering
same. Thus, in the context of IDMA, the remaining challen oth directional distances. Namely, the safest definition of

is the design of a good code with the desired ones densit Wr(‘;"l:‘lght')‘g'ise distance between any wo branchesnd b;

I[11. NL-TCM WITH CONTROLLED ONES DENSITY d, = min[dp(b;, b;),dp(b;,b;)], @)
Papers appearing since the 1950's have addressed the proh-, . L . . .
lem cf:c desigging cgdes with, = 0.5 for the Z-channel Seepwofﬂch is the pessimistic branch-wise metric that will be
[4] for a unified account on such codes and [5] for the mogfax!m'ze_d In-our deglgn. ) )
recent advances in this field. Only recently there has been workVith this branch-wise metric, codewords with equal Ham-
on LDPC codes with an arbitrary density of ones, see [6] afynd Weights produce larger valuesdyf than codewords with
[7]. This manuscript is the first to our knowledge to addre fierent Hamming weights, so we will assign output values

the design of trellis codes with an arbitrary density of ondg the trellis branches with as similar Hamming weight as
for the Z-Channel. possible, preferably equal.

In this section, we present a design technique for trellj .
codes for the Z—channpel with an arb?trary oneqs dengpity E NL-TCM Code Design
Our goal is to maximize the minimum directional Hamming As we mentioned before, the code design consists of as-
distance (a metric we’ll define below) between codewordsigning output values to the branches of the trellis. Those
and the rates considered will be of the foriyiV. We use outputs have to maintain the desired average density of ones
a conventional feed-forward encoder in order to determime. We will present an extension to the Ungerboeck’s rules [8]
the branches of the trellis, but instead of using generatotended to maximize the minimum pessimistic distarigg
polynomials to compute the output of each branch, a nousing the pessimistic branch-wise metric introduced in section
linear table-lookup will directly assign the output values.  (l1I-B).

1) Choosing the Hamming weight of the branch&ke first
step in the design is to assign Hamming weight§,) to each

In the Z-Channel, a transmitted 1 will always induce af the branches. For a rate ®f N, using a2”-state encoder
received 1. Thus, to make a decoding error, the decoder m@st= 2v+! branches), and an optimal ones density gfthere
see ones in all the bit positions where the incorrect codewastould beB, branches with Hamming weight= floor(p;-N)
has ones. Let us define the directional Hamming distangad B,,; = B — B, branches with Hamming weight+ 1,
dp(c1,c2) between two codewords, and c, as the number where B, should be chosen to minimize the deviation from
of positions at whiche; has a 0 and; a 1. the desired ones density:

Consider the Z-Channel with a probability of 0-to-1 transi-
tion less than 0.5. If two codewords andc, have different deviation =[p; - N — (Bsy1- (s + 1) + Bs - s)/B|.

A. Directional Hamming Distance



maximum number of output values that can have maximum
distance between each other. Let us explain this in more detail.

First, compute the number of branches that need to have
maximum distance between each other to cawesections
after a split andy sections before a merge. From the splitting
point of view, there will be groups df” branches that need to

@ ® have maximum distance between each other. From the merging

Fig. 2. (a) Four paths emanating from the same state in two trellis sectioR@iNt of view, there will be groups df?. Each branch belongs
(b) Four paths merging into the same state in two trellis sections. Branchesone group oR” and one group oP9, so each branch has
are labeled with the input bits that induce traversal of the branch. to have maximum pessimistic distance with-+ 29 — 2 other

branches.
2) Choosing all branches to have distance of at least 1 second compute the maximum possible number of

between each otherf pOSSiF"e; i_t WO_UId be desirable to havey, . ches of maximum pessimistic distance between each other.

all branches have a pessimistic distandg) (of at least 1 Using the example wher& — 17 and all the branches have

between each other. _ Hamming weights = 2, it is possible to have flo¢¥) = 8
Whj\?” all branches have the same weiglit; = s, there panches with maximum distance between each other. Let us

are () branch labels withd, > 1 between each other. yenote this number &E.

For example, forN = 17 andp; = 1/8, and choosing all Then, the constraints are (2} < T, (2) 2Y < T and (3)

17 H
branches to havél’; = 2, we can have(,,) = 134 different  gach pranch has to belong to one grou@bfand one group
branches, so if we wanted to have all branch labels t0 Be9s |f one chooses andg such thae +29 — 2 < T, all

different so that/, > 1 always, we could use a trellis Wit 3 -5nstraints can be satisfied.

states (represented Bybits) and 128 branche_s. Th_e minimum 5) Designing for a very low target ones densityf: the

number of branches that two paths can differ irR"astate optimal ones density; < 1/2*1, all the branches can be

encoder isv + 1. Thus, if each section adds at least 1 t0 thgygsen to have maximum distance between each other (we

pessimistic distance, thefii, > v + 1. can choose the branch labels so that for any particular position
If repeated output values are necessary, often some brancieghe output, there is at most 1 branch that has a 1 in that

can be strategically chosen to be equal while still maintaini%sition)_

dmin = v + 1. . For such low densities of ones, the design becomes straight-
3) Ungerboeck’s rule:Once we choose the weights of thgorward. Compute the Hamming weight of each branch as

branches, and the possible output values that will make alplained in section III-C.1, and for each branch, add ones in

branches different (or almost all, aIIOWing some to be equ%sitions that aren’t used in previous branches.
as explained in the previous section), we have to assign output

values to branches. Our main approach for this assignment is t¥. TRANSFERFUNCTION BOUND FORNL-TCM CODEs
apply Ungerboeck’s idea of maximizing the distance betweenEllingsen [9] provided a combinatorial expression for an up-
splits and merges [8]. The Hamming weights of the branchper bound on the BER of linear block codes over the Z-channel
are at leass. In the application considered in this work, wherginder ML decoding. For convolutional codes assuming binary
low rate codes with low ones densities are required, all spli\M or QPSK, Viterbi [10] introduced an analytical technique
and merges can be chosen to have a pessimistic distance afsiig generating functions to provide a union bound on the
leasts between each other. Thus, applying Ungerboeck’s ruBER of convolutional codes. The technique is based @t-a
a dmin > 25 + v — 1 can be achieved. state diagram for the convolutional encoder. In the case of
4) Extending Ungerboeck’s rule into the trelli®©ne can general trellis codes where high level constellations introduce
extend Ungerboeck’s rule more deeply into the trellis, amibnlinearity, Biglieri [11][12] generalized Viterbi’'s algorithm
maximize not only the distance between splits, and the disy using the product state diagram wizF¥-states. Biglieri's
tance between merges, but the distance between the 4 branahgsrithm can be applied to non-linear trellis codes over the
emanating from a split in the previous trellis section, or the B-channel with modifications on the pairwise error probability
branches emanating from a split two sections before, and re@asure.
on. One can do the same with the merges moving backwardt.et o be the probability of a zero-to-one transition in the
in the trellis. Notice that by maximizing the distance between channel. Consider the whole binary transmitted sequence,
the 8 branches emanating from a split two sections befotg”, and any other valid codeword{™. The pairwise error
we are also maximizing the distance between all 4 branch@®bability of decodingX™ into X™ under ML decoding is
emanating from a split a trellis section before, and all splits.

The same idea applies to the merges. If we congiderctions P.(X" — X”) =

after a split, andy sections before a merge, the new bound for ) - .
the minimum distance igmin > s- (h+g) +v+1— (h+g). 3 - adp XA Wy (X = W (X™)
Fig. 2 shows the trellis branches involved with h=2 and g=2. adp XX W (X)) < Wi (X™)

The largest possible values af and g are given by the 0 ,Wg(X™) >Wgy(X™)



wheredp (-, -) denotes the directional distance. If we consider
the sequence paitX™, X™), the error probability of transmit-
ting one sequence and decoding the other is

P (X" — X™) 4+ P,(X" — X™)
_ amax(dD(Xn,X”),dD(Xn7Xn)) (3)

S %[adD(Xn:Xn) + adD(Xn7Xn)]

BER

Therefore, ifP. (X" — X") is replaced (not always upper-
bounded) byt o> (X":X™) for all the codewords¥™ and X",
the transfer function bound technique can be readily applied
to the NL-TCM to yield a valid upper bound because of the
additive property of the directional distance.

As in [11], the product state diagram consists of state pairs,
(se, sr), Wheres, is the encoder state ang the receiver state.
Following Biglieri's notation, the product states can be divided
into two sets, the good states denotedShyand the bad states
denoted bySg defined as

4 NL—T‘CM 1/17 g
= ¢ NL-TCM1/18
SG = {(88787‘) ‘ Se = Sr}a SB = {(Seasr) | Se # 87‘} (4) 10 NL-TCM 1/20 5 1
. . <
By suitably renumbering the product states, we get the
transition matrix 107 >
o ¢
Sea(W, 1) | Sap(W, 1) 3
) = 5|
SN = SpeWn [Sppiny | ® .
Where the N x N matrix Sqgq(W,I) accounts for the .
transitions between good product states, Me< (N2 — N) i
matrix Sgp(W,I) accounts for the transition from good o
product states to bad product states, and so faxthis the i i i i i
number of encoder states. For each transition in the product N ° e ! 8
state diagramS; — Ss, the branch is labeled by
Fig. 4. BER of NL-TCM codes vs. number of users

p(S; — S2)WdD(xevm7‘)IdH(ue7ur) (6)

10° H

Fig. 3. BER of NL-TCM codes versus crossover probabiliy (
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where u, and z. denote the input and output word for theA. NL-TCM for 6-user OR-MAC

encoder states respectively. Similar for the received states

dg(-,-) denotes the Hamming distance. Then the transfgé
function T'(W, I') becomes

T(W, 1) =ps{Scc + Scp(I — Sp) *Spc}l

where p, = [++

computed as

11
BER< - - —-
-2 k

V. PERFORMANCERESULTS

| is the probability distribution of

T
1]7. The BER bound is

the encoder states arid = [11---

Fig. 3 shows the BER of various 64-state NL-TCM codes

signed to work in a 6-user OR-MAC channel, along with

their theoretical transfer function bounds. The densities of ones
are close t00.108, the density needed to achieve capacity

for a 6-users OR-MAC when treating other users as noise.
Simulations have been programmed in C for rate-1/17 NL-

TCM code withp; = 2/17, rate-1/18 NL-TCM code with

p1 = 1/8 and rate-1/20 NL-TCM code witp, = 1/8.

It can be observed that the transfer function bounds are tight
in all three cases. The transfer function bound is an upper
bound on the expectation assuming an infinite decoder depth,
and it is not unexpected for these simulations to be slightly
above the bound, since the margin is within the usual variation
of a simulation around the expectation.

We have tested the NL-TCM performance in an uncoordi- AlSo, in order to prove that NL-TCM codes are feasible
nated OR multiple access channel, where every user treatst@@gy for very high speeds (optical speeds), a hardware simu-
others as noise, and all users transmit with the same denjon engine was built on the Xilinx Virtex2-Pro 2V20 FPGA.

of onesp,, as explained in Section II.

The simulator implemented on this device had equivalent gate



TABLE | TABLE I

BEROFNL-TCM FOR100-USEROR-MAC BER OF RS+NL-TCMFOR6-USEROR-MAC
Rate | Sum-rate P1 a BER Rate Sum-rate| p1 a BER
1/334 0.2994 | 0.006736| 0.48787 | 1.10-10—° 0.0484 0.29 0.125 | 0.4652 | 2.48-10~10

1/360 | 0.2778 | 0.006944| 0.49837 | 4.54-10—©
1/400 0.25 0.006875| 0.49489| 9.45- 10~

architecture, the same code is used by every user, each of

i ) which randomly picks an interleaver to permute its coded
count of 360K gates and is able to simulate the rate 1/gfls For each user, every other user is treated as noise, in

code at 70Mbps. This implementation received first prize gicp, case it's receiver ‘sees’ a Z-channel. We have addressed
the 2006 student design contest sponsored by the ACM DesjgR rohiem of designing codes for this channel. These codes

Automation Conference and the IEEE International Solid Staége required to have a relatively low ones density, requiring

Circuits Conference. non-linear codes. In this work, we also required low decoder

Results for rate-1/20 NL-TCM code obtained in the FPGRq 1 hjevity to be computationally feasible at very high speeds

testbed are also shown in Fig.3. Due to design constraints, Hﬂﬁay
hardware Viterbi decoder has implementation differences COM-Non-linear trellis codes satisfy both requirements. A design

paring to the software simulation. The two main difference§eria for NL-TCM codes was introduced, and tight analytical

are the traceback depth a_nd_ t_he maximum pa_th meFrlc. BY8unds on their performance over the Z-Channel, were com-
of these values are set to infinity for software simulation. Thkﬁjted Furthermore, by concatenating these codes with high-
hardware implementation has a traceback depth of 35 an‘?a?e block codes we can achieve a good part of the capacity

maximum path distance metric of 20. These differences calsi®he channel with a very low BER and a very fast decoder.
the deviation from the theoretical bound at low bit error rategy, important feature of this solution is that the achieved

Finally, Fig. 4 shows the B_ER of these codes in terms Qf;m_rate remains basically unchanged as the number of users
the number of users present in an OR-MAC. increases as shown in section V for the 6-user and 100-user
B. NL-TCM for 100-user OR-MAC case. This result makes this solution especially attractive for a

As explained in section IIl-C.5, the design of NL-TCMlarge number of users, where coordination becomes an issue.
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