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Abstract—This paper uses an extension of Reciprocal Channel
Approximation (RCA) to accurately and efficiently predict the
frame error rate (FER) performance of polar codes by analyzing
the probability density function (p.d.f) of log likelihood ratios
(LLR) associated with information bits. A feedback scheme uses
the RCA to predict the p.d.f of LLRs in conjunction with a
repetition coding system to decrease the blocklength required
for a target FER by a factor of 16. Using a rate-0.5 128-bit polar
code as the initially transmitted code, the FER of the system
with feedback is obtained by theoretical analysis and verified by
simulation. Including the additional incremental transmissions
the average blocklength for the system with feedback is 137.55
bits and the rate is 0.4653. Without feedback, a polar code with
blocklength 2048 is required to achieve a comparable FER at
a comparable rate. Intuitively, feedback allows the polar code
to use fewer frozen bits in the initial transmission and then
uses repetition codes to provide the needed reliability to resolve
unreliable unfrozen bits identified by feedback.

I. INTRODUCTION

Polar codes are a class of modern error correcting codes
introduced by Arikan [1]. These codes can achieve the capac-
ity of binary-input symmetric discrete memoryless channels
universally. Polar codes have an explicit construction using a
kernel matrix and have low encoding and decoding complexity.
Originally, Arikan [1] used the 2 x 2 kernel matrix F in (1)
to show the effect of polarization.

F =

[
1 0
1 1

]
(1)

When a large number of these polarizing matrices are
concatenated, the channel polarizes in the sense that the
fraction of the transmitted bits that experience a noiseless
channel to the total number of channel uses is equal to the
capacity of the channel. The rest of the fraction of the bits
are deemed useless as they experience very noisy synthetic
channels. The information (unfrozen) bits are allocated to
the noiseless synthetic channels and pre-determined values
(usually zeros) are allocated to the noisy channels.

Researchers [2] have studied the polarization phenomenon
with larger kernel matrices than (1). The general requirement
for a square matrix to be a valid polarizing kernel matrix is that
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none of the column permutations of the matrix should result in
an upper triangular matrix. Korada et al. [3] show that larger
polarizing matrices can increase the speed of polarization.
Asymptotically, the rate of polarization shows how fast the
probability of error decays to zero as the blocklength B of the
polar code approaches infinity. Arikan and Telatar [4] derived
an upper bound suggesting that this rate scales exponentially
in −Bβ where β is the rate of polarization. For kernel matrices
smaller than 16× 16, β < 1/2.

This paper uses the original polarization kernel matrix
(1) to analyze how feedback can help in achieving a tar-
get FER at a much smaller blocklength with feedback than
without feedback. The figure of merit used in this work is
the expected total number of forward channel uses required
to achieve a particular FER. This total number of forward
channel transmissions includes the blocklength of the polar
code initially transmitted as well as the subsequent forward
transmissions based on the feedback. The FER performance
gain is compared with the FER of the no-feedback system with
an average rate similar to the scheme where feedback is used.
In other words, we take into account the overhead due to the
additional transmissions and the consequent rate reduction in
our comparison.

Reciprocal channel approximation (RCA) was used in [5],
[6] to design LDPC codes. This paper uses RCA to accurately
estimate the FER of short blocklength polar codes (without
feedback). Moreover, RCA gives an approximation on the
distribution of the LLR values of the information bits (the
unfrozen bits).

The approximate distribution of the LLR values obtained
by RCA informs the use of feedback during decoding. Feed-
back requests additional bits only when the reliability of
the successive-cancellation-decoded information bits falls in a
specified low-reliability region of the RCA-obtained distribu-
tion. A repetition code of a specified length is used to increase
the reliability of those particular bits. Significant coding gain
or equivalently polarization-rate improvement is obtained by
this scheme. Furthermore, an RCA-based analysis accurately
predicts the simulation performance of this feedback scheme.

The rest of the paper is organized as follows: Sec. II gives an
introduction to successive cancelation (SC) decoding of polar
codes and the LLR calculation of the information bits. Sec. III
provides the system model and discusses the application of
RCA to polar codes. This section also compares the FER per-
formance predicted by RCA with simulation results. Sec. IV
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Fig. 1: The graph of the kernel matrix.

presents the feedback scheme, demonstrates its significant
improvement of FER, and compares the RCA analysis of that
scheme with simulation results. Sec. V draws conclusions and
the Appendix in Sec. VI shows the mathematical derivations
for the results obtained in the previous sections.

II. POLAR CODES

Fig. 1 shows the graphical representation of the polarization
matrix used in this paper. The bits V1 and V2 are combined
according to the kernel matrix (1) to give W1 and W2

W1 = V1 ⊕ V2 (2)
W2 = V2 (3)

From (2) and (3), V1 can be calculated by V1 = W1 ⊕W2.
The probability of error for V1 is high because if either W1

or W2 is decoded incorrectly, V1 will be decoded incorrectly.
The LLR value for V1 can be calculated as if V1 is connected

to a check node in an LDPC code that also connects to the
variable nodes W1 and W2. The LLR value of V1 can be
calculated as:

LLRV1 = 2 tanh−1(tanh(
LLRW1

2
) tanh(

LLRW2

2
)). (4)

If V1 is in fact decoded correctly (or it has a value already
determined) the probability of error for V2 is significantly
lower since the decision about V2 is from two independent
channel observations:

V2 = W2 (5)
V2 = W1 ⊕ V1 . (6)

Assuming V1 is previously determined, the LLR value of
LLRV2 is calculated as follows:

LLRV2
=

{
LLRW1

+ LLRW2
if V1 = 0

−LLRW1 + LLRW2 if V1 = 1
(7)

Computation of the LLRs of all the bits in a polar code
follow from repeated applications of (4) and (7).

In this paper we consider a channel with binary input and
additive white Gaussian noise (BI-AWGN) having signal-to-
noise ratio (SNR) sch where equiprobable information bits
are coded according to the polar code designed with the
polarization matrix (1).

III. RCA FOR POLAR CODES

The RCA for BI-AWGN channel in the study and design of
LDPC codes uses a single real-valued parameter s, the SNR,
to approximate the distribution of LLR messages exchanged
between variable and check nodes. RCA for LDPC codes is a
low complexity alternative to the density evolution algorithm.
The RCA approach can be applied to polar codes with SC
decoders.

Assume a BI-AWGN channel with input x and output y,

y = x+ z, (8)

where z ∼ N(0, σ2
ch) is a white Gaussian noise sample and

x ∈ {1,−1} are binary-phase-shift-keying (BPSK) modulated
channel inputs corresponding to 0 and 1 respectively. Note
that for this scenario sch = 1/σ2

ch. The bit LLR of a message
received at the receiver is given by

L = Ln(
P (y|x = +1)

P (y|x = −1)
) =

2y

σ2
ch

= 2ysch . (9)

Since polar codes are linear block codes, without loss of
generality assume that the all-zero codeword is transmitted
where all information and frozen bits are set to zero. Under
the assumption that only x = +1 is transmitted over the chan-
nel, the channel output y will have a Gaussian distribution,
y ∼ N(1, σ2

ch). Consequently, the LLR message L is normally
distributed with mean E(L) and variance var(L) given by

E(L) =
2E(y)

σ2
ch

=
2

σ2
ch

(10)

Var(L) =
4

σ4
ch

Var(y) =
4

σ2
ch

. (11)

Define the reciprocal SNR as r ∈ R such that

C(s) + C(r) = 1 , (12)

where C(s) is the capacity of the BI-AWGN channel with
SNR s. For computational simplicity and numerical precision
we prefer to express C(s) as

C(s) = 1−
∫ ∞
−∞

log2

(
1 + e−(2

√
2su+2s)

) e−u2

√
π
du, (13)

which is obtained from [7, (15)] through a change of variables.
The self-inverting reciprocal energy function

R(s) = C−1 (1− C(s)) (14)

in [5] transforms between s and r: r = R(s) and s = R(r).
Let sch be the channel SNR and sWi

for i ∈ 1, 2 be the
SNR corresponding to the nodes Wi in Fig. 1. Using C(s)
and C−1(s) we can calculate the SNR observed at V1. The
function R(s) makes the corresponding values Di in Fig. 2
additive at the check node (+) in Fig. 2. Thus the SNR value
at V1 is calculated by C−1(1 − C(D1 + D2)) as in Fig. 2.
The distribution of V1 is approximately Gaussian with a mean
of 2sV1

and variance of 4sV1
. Under the assumption that V1

is correctly decoded (V1 = 0), W1 and W2 provide two
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Fig. 2: RCA to calculate the LLR p.d.f. of V1

independent looks at V2 and the SNR at V2 is the summation
of the SNR values observed at W1 and W2:

sV2 = sW1 + sW2 . (15)

The LLR distribution of each information bit (assumed
by RCA to be Gaussian) is calculated at each stage of SC
decoding. If any of the information bits is decoded in error the
entire block will be decoded in error as the errors propagate in
an SC decoder. The frame error probability is the probability
that none of the bits is decoded incorrectly:

PFE = 1−
k∏
1

P (ûi = 0|u1 = 0, . . . , ui−1 = 0) . (16)

Note that ûi is the decision about the information bit ui
for i ∈ {1, . . . , k}, made by the SC decoder. Assuming all
information bits from 1 to i−1 < k are decoded correctly, the
SNR for each information (unfrozen) bit is si. The distribution
is approximately N(µi,sc, 2µi,sc) where µi,sc = 2sui . The
probability that the ith successively decoded information bit is
in error under the assumption that all the previous information
bits are decoded correctly is approximated by

P (ûi = 0|u1 = 0, . . . , ui−1 = 0)≈Q

(
− µi,sc√

2µi,sc

)
.(17)

Thus the FER (PFE) is approximately

PFE≈1−
k∏
i=1

Q

(
− µi,sc√

µi,sc

)
. (18)

Fig. 3 shows the FER predicted by RCA and illustrates how
closely it follows the FER obtained from simulations and also
density evolution (DE) for different SNR values.

Fig. 4 shows the probability of error for each information bit
and its comparison to the RCA-predicted probability of error
of (17). RCA can be effectively used to select which bits are
more unreliable. Those bits can be selected as frozen bits to
lower the rate and increase reliability.

IV. USING FEEDBACK TO REDUCE THE BLOCKLENGTH
REQUIRED TO ACHIEVE A TARGET FER

In this section we show how feedback can be used to
reduce the blocklength required to achieve a specified FER.
Essentially, feedback allows the polar code to use fewer frozen
bits in the initial transmission and then uses repetition codes
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Fig. 3: Simulation FER and FER predicted by RCA and DE
for a rate-0.5 polar code of length 128 bits constructed using
the original kernel matrix of (1).
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Fig. 4: Information bit probability of error from simulation
(bar plot) and RCA predicted probability of error as in (17).

to provide the needed reliability to resolve unreliable unfrozen
bits identified by feedback.

In order to use feedback to reduce the error probability of
the SC decoded information bit ui, a symmetric LLR threshold
range around zero ([−ti, ti]) is determined. If the LLR from
SC decoding is in this range, feedback instructs the transmitter
to increase reliability by sending a repetition code of size ni
indicate the value of bit currently being decoded.

The probability that the LLR value of the SC-decoded bit
ui falls in the less reliable range of [−ti, ti], where ti is the
threshold, is given by

P (−ti<Li< ti)=Q

(
−ti−µi,sc

σi,sc

)
−Q

(
ti−µi,sc

σi,sc

)
.(19)

If the LLR Li of ui is in the range of [−ti, ti], feedback
initiates the use of a repetition code to increase the number
of independent observations of the channel and consequently
increase the reliability of ui. The probability of having the



increased LLR value (L′i) become positive and hence be
decoded correctly is

P (L′i > 0| − ti < Li < ti), (20)

where L′i includes the additional reliability Li,rc from the
repetition code, i.e. L′i = Li + Li,rc.

The total probability of correctly decoding the information
bit ui under the assumption that all the previous information
bits are decoded correctly is

P (ûi = ui) = P (Li > ti) + P (L′i > 0, |Li| < ti) . (21)

The second term (joint probability) in (21) can be decomposed
into the product of two terms P (L′i > 0| − ti < Li <
ti)P (−ti < Li < ti).

Note that P (ûi = ui) depends on the length of the repetition
code as well as the threshold ti. The selection of these
parameters will be discussed later in this in section.

Under the assumption that ui = 0, for a repetition-coded
signal with a blocklength of ni, Li,rc is normally distributed
with a mean of µi,rc = ni(

2
σ2
ch

) = 2nisch and a variance
of σ2

i,rc = ni(
4
σ2
ch

). For simplicity of notation, the index
i is omitted in the following. For the general case where
ti, µi,sc and σi,sc of (19) are represented by t, µsc, and σsc (for
successive cancellation) respectively, the probability P (L′ >
0| − t < L < t) has the following expression:∫ ∞

0

c1e
c2(v)

[
Q

(
v −G1

G2

)
−Q

(
v +G1

G2

)]
dv , (22)

where

c1 =

√
1

σ2
sc+σ

2
rc

√
2π

(
Q

(
−t− µsc

σsc

)
−Q

(
t− µsc

σsc

)) (23)

c2(v) =
−(v − µsc − µrc)

2

2(σ2
sc + σ2

rc)
(24)

G1 =
t(σ2

sc + σ2
rc)

σ2
sc

(25)

G2 =
√

(σ2
sc + σ2

rc)
σrc

σsc
. (26)

Equation (22), which is derived in the Appendix, shows the
probability that a particular bit u is decoded correctly if the
original LLR value from the initial SC decoding is within the
thresholds [−t, t] and a repetition code of length n is used. c1
and G1 are variables that depend on the choice of the threshold
t and the channel SNR. G2 only depends on the SNR of the
channel and the LLR distribution of the SC decoded bit u.

The probability that a particular information bit u is cor-
rectly and reliably decoded by the initial SC decoding or with
the increased reliability from the repetition code when its LLR
is within the threshold [−ti, ti] is

Pfb(t,n)(û = u) (27)
= P (L > t)+P (L′ > 0| − t < L < t)P (|L| < t) (28)

= Q

(
t− µsc

σsc

)
+

∫∞
0
ec2(v)

[
Q
(
v−G1

G2

)
−Q

(
v+G1

G2

)]
dv

2πσscσrc
.
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Fig. 5: FER of the feedback system obtained by simulations
and its comparison to the analysis of Sec. IV. The feedback
system shows about 16-fold reduction in blocklength required
to achieve a target FER of 7 × 10−3 compared to the case
without feedback.

The expected number of additional bits transmitted in the
forward direction to increase the reliability of the single
information bit u in response to feedback is

∆fb(u, t, n)=n

(
Q

(
−t− µsc,u

σsc

)
−Q

(
t− µsc,u

σsc

))
. (29)

For a particular target FER ε, the optimization problem is to
find the ti and ni values such that the total expected number
of additional bits is minimized. Therefore, the optimization
problem reduces to

Minimize
{t1,...,tk,n1,...,nk}

k∑
i=1

∆fb(ui, ti, ni) (30)

s.t. 1−
k∏
i=1

Pfb(ti,ni)(ûi = ui) < ε . (31)

The size of the above optimization problem is very large
where ni can be any positive integer number and each ti is any
positive real number. To simplify the optimization space, in
this paper, we assume ti = t and ni = n for all i, even though
we will continue to reflect in our calculations that µsc,i and
σsc,i are distinct for each i. We have found that constraining
the optimization to a single t and a single n in fact does not
substantially diminish performance.

Fig. 5 shows simulation results on a 2 dB binary-input
AWGN channel including a polar code with feedback using the
values t = 5.1 and n = 5, which optimize

∑k
i=1 ∆fb(ui, t, n)

for the target FER of ε = 7×10−3 at 2 dB for the original rate
0.5 polar code shown in Fig. 3. This target was chosen because
it is an order of magnitude below the FER of a rate-0.4653
blocklength-128 polar code at 2 dB. Based on RCA analysis,
the effective rate is 0.4658 after accounting for the expected



additional bits, which total
∑k
i=1 ∆fb(ui, t, n) = 9.40 due to

the repetition codes. The simulation results used an average
of 9.55 additional bits and the effective rate of the simulation
is 0.4653.

Fig 5 also shows the FER simulation results for polar codes
without feedback for various blocklengths ranging from 128
to 2048 with rates set as closely as possible to 0.4653. The
actual rates were 0.4688 for the blocklength 128, 0.4648 for
blocklengths 256 and 512, and 0.4658 for blocklengths 1024
and 2048.

For rates near 0.465, the polar code with feedback achieved
an FER of 7 × 10−3 with an average blocklength of 128 +
9.55 = 137.55. In contrast, a polar code without feedback
requires a blocklength of 2048 for a comparable FER. Thus
the reduction in blocklength achieved by feedback is a about
factor of 16.

V. CONCLUSIONS

In this paper we have shown how to use an extension of
RCA to closely and efficiently predict the FER performance
of polar codes by analyzing the p.d.f of LLR values associated
with information bits. Using this distribution and a feedback
scheme incorporating a repetition code, the blocklength re-
quired to achieve a target FER is decreased by a factor of
16 as compared to a polar code without feedback. The use of
feedback allows a smaller faction of the initial bits to be frozen
because feedback provides the ability to effectively freeze a
few more bits after the initial transmission through the use of
a repetition codes to provide additional needed reliability.

VI. APPENDIX

In this section we derive the p.d.f. corresponding to (22).
Equations (32)-(33) show the p.d.f.s of Lrc and Lsc.

fLrc(x) =
1√

2πσ2
rc

e
− (x−µrc)2

2σ2rc (32)

fLsc(y) =
c1√

2πσ2
sc

e
− (y−µsc)2

2σ2sc ,−t < y < t , (33)

where

c1 =
1

Q

(
−t− µsc
σsc

)
−Q

(
t− µsc
σsc

) . (34)

Let L′ = Lrc + Lsc. The p.d.f of L′ is the convolution of
the p.d.fs of Lrc and Lsc and is given by

fL′(v) =

∫ ∞
−∞

fLrc(u)fLsc(v − u)du . (35)

The integrand of (35) can be expressed as a normal term
multiplied by the term c6 as follows:

fLrc(u)fLsc(v − u) = c2
1√
2πc23

e
− (u−c4)2

2c2
3 , (36)

where

c2 = c5e
c6

√
2πc23 (37)

c5 =
c1

2πσscσrc
(38)

c6 =
−(v − µsc − µrc)2

2(σ2
sc + σ2

rc)
(39)

c23 =
σ2
rcσ

2
sc

σ2
sc + σ2

rc

(40)

c4 =
σ2
scµrc + (v − µsc)σ2

rc

σ2
sc + σ2

rc

. (41)

The variable u is only defined in the range of [v− t, v+ t]
consistent with (33). Integrating (36) over u ∈ [v − t, v + t],
the p.d.f of fL′(v) is derived as

fL′(v) = c2

(
Q

(
v − t− c4

c3

)
−Q

(
v + t− c4

c3

))
.(42)

By simplifying terms, (42) reduces to

fL′(v) = c2

(
Q

(
v +G1

G3

)
−Q

(
v +G2

G3

))
, (43)

where (44)

G1 =
−σ2

scµrc + µscσ
2
rc − t(σ2

sc + σ2
rc)

σ2
sc

(45)

G2 =
−σ2

scµrc + µscσ
2
rc + t(σ2

sc + σ2
rc)

σ2
sc

(46)

G3 =
√

(σ2
sc + σ2

rc)
σrc
σsc

. (47)

Under the assumptions that σ2
sc = 2µsc and σ2

rc = 2µrc,

G2 = −G1 =
t(σ2

sc + σ2
rc)

σ2
sc

. (48)

Finally, the probability of (22) is given by

∫ ∞
0

c6

(
Q

(
v −G1

G3

)
−Q

(
v +G1

G3

))
dv. (49)
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