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Abstract—In recent times the need of spectral efficiency representation, [6] and [23] showed that LDPC codes may
has become a relevant topic for many communication systems, perform very close to capacity on AWGN channels and achieve
especially for wireless services. In order to achieve the betrade- capacity on binary erasure channels. Therefore, it is abtar

off between bandwidth occupancy and error-rate performane, K if LDPC cod . the bit t "
several structures that involve large constellations havebeen askl codes can improve the bit-error-rate pertorneanc

proposed in literature. This paper focuses on LDPC-coded Of @ code in a communication system that requires high
systems using 16-QAM constellations on a channel affectedyb bandwidth efficiency [20]. In this paper, we compare three

Additive White Gaussian Noise (AWGN). The LDPC codes that different coding architectures, paying particular ait@mtto

have been used include both binary and non-binary systemsnl 1he nroperties of the LDPC code selected for each one. The
order to be compared, they have been designed such that they . . : .

are equivalent in terms of blocklength, rate and average colmn papgr IS organlzed.as follows. In SeCt'On,” the three dffer
weight. Simulation results show how the structure that invives ~architectures are introduced and we highlight the features
a g-ary LDPC code outperforms the other schemes: new possible related to the application of LDPC codes to these architestu
scenarios to be analyzed and ongoing works are then introdetl.  Further, we comment on the bandwidth efficiency of each of
the architectures. In Section Il the simulation resulesgiven,

and we also discuss the more practical aspects of the code
construction and decoding.

With an ever-increasing demand for wireless services, the
need for spectral efficiency in data communications has be-
come an important topic. To alleviate the crowding of the In this section, we analyze the performance of a higher-
radio-frequency spectrum, it is desirable to make more effifder coded modulation system over an AWGN channel. In
cient use of currently allocated frequency bands. Hisadisic each system that we consider, the input to the modulator
the most popular scheme to improve bandwidth-efficiency encoded by an LDPC code whose properties depend on
has been to utilize higher-order modulation. This approatie particular system under consideration. At the recether
allows more bits per transmitted symbol, but the higher syimbreceived signal is sent to the LDPC decoder. Depending on
density requires increased power to achieve acceptable Hiie transmitter model that was used, the receiver decodes
error-rate (BER) performance. In order to achieve the beast a manner consistent with how the transmitter encoded
possible performance, capacity approaching codes as Turtie message. In the three different architectures thathbeill
Codes (TC) and Low-Density Parity-Check (LDPC) codestroduced, the first two are based on binary LDPC codes,
have been adopted by a multitude of systems - from stovhile the last is based on@ary LDPC code.
age devices to optical communications. LDPC codes [1] areHere we make two notes. First, in the Multi-level coding
algebraic codes characterized by a sparse parity-check (R@hitecture that we will introduce, the error correctiauing
matrix, H, having M rows and N columns. LDPC codes is performed by means of properly synchronized binary
can be classified as either regular or irregular depending bBPC codes, where = log2(q) and ¢ represents the order
their row and column degree-distributions. Regular LDPG@f the modulation. In our error-rate performance analyss,
codes have a parity check matrix in which all rows (ando not consider the influence of the inherent decoding delays
columns) have equal weight, while the irregular LDPC codessociated such a structure. Second, all the LDPC codes used
do not exhibit this property. Non-binary (ar-ary) LDPC in this paper have been constructed using Quasi-Regular PC
codes have codewords (and also a PC matrix) whose symhubstrices [20], [22] generated by the Progressive Edge-@row
are elements of the finite field’F'(¢), with ¢ > 2. These (PEG) algorithm [19].
non-binary LDPC codes typically have steeper bit-err¢e-ra Given a rateR and the average column weight (i.e. the
curves, however the decoding complexity@$Ntq?), where average variable-node degree in the Tanner gragh)it is
N is the blocklengtht is the average column weight, andpossible to compute the average row weight (i.e. the average
q is the alphabet width [4], [5]. Using their bipartite graptcheck-node degreey, as follows:

|I. INTRODUCTION
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check equations are satisfied. The decoding Message Passing
a, Algorithm (MPA) is described in detail in [4], [5]. In this
cTI1_R (1) architecture, the received vectgris demapped by a log-
] o . likelihood ratio (LLR) calculation for each of the coded it
Furthermore, the column (variable-node) profile is prodidepq|,ged in the transmitted vectar The extrinsic information

d

by this rule: provided by the detector is the difference of the soft-irgmd
soft-output LLR values for the coded bits. For theh code
|dy] —dy+1 if j=|d,] bit of X, z,., the extrinsic LLR value of the estimated bit is
dy, =1 |dv] —dy if j=|d,|+1 (2) computed as follows:
0 otherwise.
Whered,, represents the fraction of columns with weight D(n) = logP(!En =+l1ly) logP(!En +1)
j in the given PC matrix, andz| is defined as the largest " P(z, = —1ly) Pz, = —1)
integer less than or equal to Analogously, the row (check- Pz, = +1ly)
node) profile can be computed as follows: = logp( =1y Lo(ze), )
— — - whereL¢(x,) is the extrinsic information of,, computed
LC_lCJ —det1 !f J= @CJ by the LDPC decoder in the previous turbo iteration. Noté tha
de; = q |de] —de if j=[de] +1 () Le(x,) = 0 at the first iteration. Assuming the bits associated
0 otherwise. with x are statistically independent of one another,aheiori

Here, d., represents the fraction of rows with weightn ~Probability P(x) can be expressed in the following way:
the given PC matrix.
A. Turbo-like receiver o i

' . R . . P(x) =[] P(:) = [] 11 + exp(—x" - Le(2:))],  (5)

In the architecture given in Figure 1, the transmitted digna i—1 =1
is a binary LDPC.: codewor_d that has been_prope_rly maplOdeherexf”i corresponds to the value (either +1 or -1) of the
to the constellation associated with the given highersorde o

: 1-th bit in the vectorx.

modulation scheme.

B. Multilevel Coding

Imai's idea of multilevel coding (MLC) is to protect each
address bitz; of the constellation points by an individual
binary code¢; at level i [3]. At the receiver, each codg§

C is decoded individually starting from the lowest level and
taking into account decisions of prior decoding stagess Thi
procedure is called multistage decoding (MSD). In contrast
to Ungerboeck’s trellis coded modulation (TCM) [7]-[9],eth
MLC approach provides flexible transmission rates because i
decouples the dimensionality of the signal constellatiammf
the code rate. Furthermore, any kind of code may be used as
component code. Although MLC offers excellent asymptotic
coding gains, it achieved only theoretical interest in thstp
In practice, system performance was severely degradedbdue t
high error rates at low levels. A straightforward genegtlon
of Imai's approach is to use-ary component codes based
on non-binary partitioning of the signal set; however, gsin
Fig. 1. Turbo iterative detection-and-decoding receir & LDPC coded binary codes in conjunction with multilevel codes turns out
system to be asymptotically optimal. For practical coded modolati
schemes where boundary effects have to be taken into agcount
At the receiver, the soft detector incorporates extrinsiduber and Kofman [13], [14] proved that the capacity of the
information provided by the binary LDPC decoder, and thadopted modulation scheme can be achieved by multilevel
LDPC decoder incorporates soft information provided bgodes together with MSD if and only if the individual rates of
the detector. Extrinsic information between the detectudt athe component codes are properly chosen. Here it is assumed
decoder is exchanged in an iterative way until an LDPtat the signal points are equiprobable and the partitmpnin
codeword is found or a maximum number of iteration is regular. Further yet, in [11], the authors generalizezbéh
performed [5], [12]. With LDPC codes, convergence to eesults to arbitrary signaling and labeling of signal psiby
codeword is easily detected by the receiver when the parityeans of the chain rule for mutual information. In this way

Soft detector LDPC decoder




we can create a model with virtually independent paralléi effect chosen uniformly from the subsB{z(). Therefore,

channels for each address bit at the different partitionirfq(y|z,€,x(’§_1) is given by the expected value of the pdf

levels, these levels are called equivalent channels. Ierord’y (y|7) over all signal points out of the subsef'(zf), as

to better understand the idea beneath this concept, censiddows:

the previously described modulation scheme with= 2*

signal points. Since each of the signal points exists iR-a

dimensional signal space, every signal point is taken frioen t fy(yle,z571) = Erery) [fy (y]7)]

signal setT’ = {79, 71,...,7,—1} whereT C R” (R being _ 1

the field of real numbers). - P(T(af)) ZH P@ - fr(yi)- O
When considering the AWGN channel, the channel output TeT(xg)

signal points come from the alphabkt = R”. In order  The x-th equivalent channel is completely characterized by

to create effective error-correcting codes for suchiaary g set of probability density functiorfs- (y|x,.) of the received

signal alphabet, labels have to be assigned to each sigh@int 4 if the binary symbolz, is transmitted. Moreover,

point, using a bijective mapping between the set of all g¥esi since the subset for transmission of symbgldepends on the

x and T'. Since the mapping is bijective independently o§ymbols at levels O through— 1, the set of pdf'sfy (y|z,),

the partitioning strategy, the mutual information(Y;T'), s the set offy (y|x,,z§ ') for each possible combination of
between the transmitted signal point € 7' and the re- xg—l_ Specifically:

ceived signal pointy € Y equals the mutual information,

I(Y;X()A*l), between the mapper binary inpyte {0,1}A

and the received signal poigtc Y. Here we use the notation fy (ylzw) = {fy (Ylzw, 25 |zg~" € {0,1}"}.  (10)

X? = [Xa, Xas1,-..,Xp]. Note that the physical channel _ _ o _

is characterized by the sdtfy (y|7)|r € T} of conditional The_multllevel codmg approach together with its multlsiag
probability density functions of the received poingiven the decoding procedure is a consequence of the chain rule de-
transmitted signal point. Applying the chain rule of mutual Scribed in (6). The binary symbols;, i = 0,...,A -1,

information, we obtain the following: come from independently encoding different data symbols.
Each binary encoder generates words= [z;,,...,2;,] Of
the component codg;, wherez;, € {0,1}Vj € {1,... N}.
I(Y;T) = 1(Y; X371 Even if the choice of the component codes is arbitrary, we
=I(Y; Xo)+ I(Y; X1 X0) + - .. assume that the blocklength, of each code¢;, equal for
(Y Xl X072, (6) all levels. Nevertheless, we can still define different s&ftar

every¢;, resulting in different lengths of the encoder inputs,
Essentially, this shows that the transmission of binagenotedk;.

vectors over the physical channel can be separated into the
parallel transmission of each single hit over A equivalent

channels witheg, . . ., z;_1 known. In other words, the mutual —_ TN
information I(Y; X,,|X5~!) of the x-th equivalent channel Encoder 3 E >
can be easily calculated as the following: . J
X
2
IV Xl X5 = IV X2TXG) = 10V X0 1K), g
apping
Since the subsets at one partitioning level may not be — x X=>T
congruent, the mutual informatiod(Y; X,,...,Xx_1) is Encoder 1 : >
calculated by averaging over all possible combinations of -
k=1 _ i .
x5~ =To,...,Tx—1. SPecifically: N
Encoder 0 2 >
A— - A—1), K- N———
I(Y; X)7HXE 1)=EI3716{071},C [I(Y; X2 Mg )] —
(8)
Assuming the bits in the lower levels;;~!, are fixed,
we see that the:-th equivalent channel is characterized by Fig. 2. Multilevel encoder for 16-ary modulation

the pdf f,(y|z.,=5~"). The underlying signal subset for

the equivalents-th modulator is given byT(zg_l), which Using this notation, we define the rate of th¢éh encoder
denotes the partition of the signal set with the set of bite be R; = K;/N. The codeword symbols;;; € x;, form the
x5~ ! in common. Since the binary symbeg}, is potentially the binary addresg; = [z, ... ,J;,\_lj}, which is mapped
represented several times in this subset, the signal poisit to the signal pointr; (Figure 2). The code rateR, of this



scheme is equal to the sum of the individual code rafgs, point, it is possible to determine the capacity = C(T)
as follows: for a 2*-ary digital modulation scheme given the priori
probability distribution, P(7), of the signal pointsr € T.

A-1 AL g In particular,C is equal to the sum of the capacities of the
R= R; = m—_ 11) equivalent channelg;;, in the MLC scheme:
; Z; N (11) eq <
As determined by the MSD procedure, the component codes A—1
&; are succesively decoded by the corresponding decoblers, C = Z C;. (13)
(Figure 3). At thei-th stage,D; processes the block;, = P
[y1,...,un] (y; € Y), of received signal points using the

The capacityC, can be approached via MLC-MSD if the
individual rates,R;, are chosen to be arbitrarily close to (but
not greater than) the capacities of the equivalent charttiels
In order to lower the latency of the MLC system, a different
decoding scheme has been studied in [10] and [11]. In the

R Decodersl x5 MLC with Parallel Independent Decoding (PID) structureleac

decisionsX;, from the i previous decoding stages (i.b=
0,...,2—1).

decoderD; does not use the decisions of the other leyelsi.
It In [11], the authors showed how the mutual information of
( Xy the modulation scheme can be approached with MLC-PID
»] Decoder 2 ° . . . .
§ ) - if and only if the rate R; of each code is set in order to
y 1 fulfil R, = I(Y; X;). Moreover, they showed that the MLC-
r_] X, PID approach represents a suboptimal solution of an optimum
»| Decoder 1 ° coded modulation scheme and that the capactiy of such a
T scheme strongly depends on the particular labeling of signa
= points. However, they also showed how the gap to an optimum
4,@ 0 ° scheme can be very small using a Gray labeling of the signal
points.

C. Combination of g-ary LDPCC and g-ary modulation

In this final method that we analyze, we combine LDPC
Fig. 3. Multistage decoding for 16-ary modulation codes overGF(q) (¢ = 2P, p a positive integer) withg-

ary modulation to achieve bandwidth-efficient transmissio

As noted earlier, this procedure necessarily introduces dgigyre 4). For a chosen code ratg, and a blocklength,
lays in the decoding process. In order to satisfy the chaj it is necessary to find a parity-check (PC) matix, =
rule (6) and preserve the mutual information, we requi
that the estimated symbok;, is equal to the transmitted fi=1,..,M,j=1,..., _ _
symbol, x;. Therefore, if assume that error free decisiond this manner, théd = N R information symbols and the/
are generated by the decoddds, MSD can be interpreted Parity Symbols are encoded intogeary vectorx ¢ GF(q)™.
as an implementation of the chain rule (6), and hence Adter ¢-ary LDPC encoding, théV elements ok are mapped
mutual information preserving. In order to approach channito the modulated sequense= {s;},_; . This sequence
capacity, we need to maximize the mutual information ovelepends on the address given y= {E{)} , Where
all controllable parameters. Usually, these are theriori _j i _ ) J=Le N
probabilities of the signal points. Therefore, we require & = {zbk} 01 is the binary representation of the
specific channel-input probability distributio®,(7), in order non-binary codeword symbat;. Therefore, the bandwidth
to achieve the channel capacity, These probabilities can efficiency of this structure is equal 18 - p.
not be optimized independently for each individual levelda At the receiver, the output of the AWGN channel may be
hence we must consider the entire signal set. The capa@ipressed as:
of the i-th equivalent channel};, is given by the respective
mutual informations,/(Y; X;|X.™"), corresponding to the

channel input probabilities”; is then given as follows: Yo = Sk TN = (S, + J8kq) + (Mey + J0g) = Y, +J'(?ﬁ<§,
C; = I(Y; Xi|Xé_1) where x = 1,...,N and n,,,n., are two independent

E o [C(T (=) — E. [C(T(% 12y hoises with the same variancg?, related to the in-phase and
o [ (T ))} o [ ( (%))] - (12 guadrature component of the modulated signal. Startin wit

whereC(T'(z})) denotes the capacity when using the subsét(y,|s,), and using the Bayes’ theorem [20], th@osteriori

T (z}) with a priori probabilities P(r)/P(T(x})). At this probability distribution can be written as:



have blocklengthV = 2500 and variable-node degree dis-

tribution \»=0.8 and \3=0.2. Each rate is defined to be
[Ro, R1, Ra, R3] = [0.337,0.663,0.337,0.663] in the MSD
encoder PP case andRy, Ri, Ry, R3] = [0.349,0.651,0.349,0.651] in

the PID case. These values agree with the ones in [10], since
y 16-QAM can be interpreted as product of two indepedent 4-
channel |

PAM costellations. The simulation results in Figure 5 show
how the g-ary LDPC code architecture from subsection II-
C outperforms the binary LDPC Turbo-like architecture of
subsection II-A. In particular, the gain is about 2.5 dB in

terms of Signal-to-Noise Ratio (SNR). Moreover, we also
qary LDPC a-ary observed that the MLC architectures outperform the Turbo-
ecoder demapper . .

like architecture, however they do not perform as close to

capacity as the-ary LDPC coded architecture introduced in
subsection II-C.

Fig. 4. Block diagram of the structure that combinateary LDPC code 10° o W
and g-ary modulation |
107k ‘Q
H
107}
1
Wrr = 551)> + Yo — x)’ © o \
Plodie) = eap (- er—teekEee —mal ) gy :
x -4
The probabilities in (15) are used to initialize the Messa¢ g *° {[—— capacty 6
Passing algorithm in the decoder [4]. We remark here th A TE - e e
the computational complexity pf the algorithm _provided b al iggg:{:&ggjmgg
[4] may be reduced by employing the Fast Fourier Transfor Loré| | ¥ BER struct 8- PID ]
(FFT) or the Fast Hadamard Transform (FHT) approach [2( b Al i l
L= @ = FER struct C
10 - L

[1l. SIMULATION RESULTS 2 3 4 5 6

SNR [dB]
In this section, we discuss simulation results obtained by

implementing the three structures introduced in the prevhg. 5. Performance of the analyzed architectures on the AVé¢@@annel.

ous section. In each of these implementions, we use Gray-

mapped 16-QAM modulation, a global bandwidth efficiency

of 2 bits/symbol (i.e. a coding rate equal to 0.5), and an IV. CONCLUSIONS

input blocklength of 5000 bits per codeword. For the system Three higher-order coded modulations employing LDPC

described in subsection II-A, the binary LDPC code hasbdes were introduced and analyzed in order to study their

blocklengthV = 10000 and rate 0.5. The variable-node degreeorresponding trade-offs between bandwidth-effcienci/taity

distribution, following the notation introduced in [21]@f22] error-rate performance.

and according to (2) and [20] , /& = 0.2 and\g = 0.8, where  Simulation results for 16-QAM modulation schemes showed

Az) = 3%, Nai~!, andd, is the maximum symbol-nodethat the best performance can be achieved by using a code

degree. In what follows, the maximum number of iterationghose alphabet size matches the modulation order. Conse-

between the soft-detector and the LDPC decoder is set to @@ently, using such an architecture, associating each non-

[12]. binary coded symbol to a modulated symbol appears to be the
In order to make a fair comparison between architecturdsest solution in an environment (such the wireless one) her

the PC matrix of thel6-ary LDPC code used in the architec-high bandwidth-efficiency and good error-correction calitsib

ture introduced in II-C also has a rate equal to 0.5, while the desirable.

blocklengthV is set to 2500 symbols, and the variable-node Ongoing research that promises high spectral-efficiency

degree distribution is\, = 0.8 andA3 = 0.2 [20]. For this includes the analysis of different structures. Futuredtio@s

decoding architecture and the MSD architecture, we set tleg research could investigate the behavior of the proposed

maximum number iterations performed by the LDPC decodarchitectures over different channels and with differention

to 25. lation schemes, as well as different typologies of LDPC spde
The MLC structure is defined by = log2(16) binary having different codeword length or degree-distributioofite

LDPC codes corresponding to each address bit. . They eashin [24]. Further, since a complete analysis of decoding



architectures in terms of latency and complexity is lacking
in the literature, future works could potentially highligtuch
features.
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