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I. INTRODUCTION AND MOTIVATION

Multilevel cell techniques store multiple bits in each cell.
For example, triple-level-cell (TLC) Flash stores three bits
per cell by using eight levels of write voltage. However, to
minimize the read latency in practical systems, each bit in
the same cell is mapped to a different page. Thus, the bits
corresponding to the same cell are encoded independently.
Recent work comparing the independent encoding used in
practice with the information theoretically superior joint en-
coding include [1], [2], and [3]. It is generally accepted that
when independent encoding is applied, some bit positions and
hence some pages are more reliable than others.

This paper introduces a mutual information (MI) maximiza-
tion paradigm that adapts the locations and probabilities of
write levels to iteratively increase the mutual information of
the weakest bit channel and hence improve the reliability of
its corresponding page. In this way, we seek a constellation
of write levels that delivers the same amount of mutual
information to the bit channel for each page, so that all pages
are equally reliable. For simplicity, we consider the example
of TLC Flash with an additive white Gaussian noise (AWGN)
channel model, but the principle may be applied to denser cells
and more realistic channel models. The following sections are
shortened due to limited space. The full paper with detailed
background, equations, and algorithms is given in [4].

Consider a TLC Flash memory with eight voltage levels. As
shown in Fig. 1, the three bits B, By and B3 written to a cell
for the three independent pages together cause the threshold
voltage X to be written to the Flash cell. As noted in [2],
this is analogous to a multiple access channel (MAC) with
three users. When the cell voltage is read, distortion causes the
actual threshold voltage at the time of readingtobe Y = X+7
where Z ~ N(0, N). In this paper, the noise Z is assumed
to be independent of the signal X, but actual Flash noise is
signal dependent. We can model the Flash write levels as M-
ary pulse amplitude modulation (M-PAM). For TLC, we use
8-PAM constellations to store 3 bits per cell. We will consider
equally spaced equally likely (ESEL) 8-PAM as illustrated
in the Table I in [4] as a baseline for comparison, although
practical Flash write levels are not equally spaced.
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Fig. 1. Flash Memory Layout as Multiple Access Channel (MAC). The noise
Z is drawn i.i.d. from a Gaussian distribution with variance N.

II. THE MUTUAL INFORMATION PERSPECTIVE

Page mutual information rates I(B;;Y),I(Bs;Y) and
I(Bs3;Y) for independent encoding are calculated as follows:
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where P(B] = ) = Dj, P(B] = 1) =1 — DPj» j = 1,2,3,
and f(-,-) is a joint probability density function.

The penalty for encoding independently rather than jointly
is calculated as follows, assuming B;, By, B3 are independent:
I(B1,Ba, B3;Y) — I(B1;Y) — I(Ba;Y) — I(B3;Y)

— I(By; Bs|Y) + I(By, By; Bs|Y) > 0 (1)

Sec. III in [4] provides detailed derivations.
ITII. MAXIMIZING THE MINIMUM RATE
We formulate following optimization problem to maximize
the minimum page MI subject to power constraint P, i.e. we
seek a solution for which all three page MIs in TLC Flash
memory are equal:

max minI(B;;Y) j=1,2,3. 2)
X,p2,p3 J
M-1
st Y p(xi)al = P, 3)
i=0
Tk = —TM—-1—k, kZO,M/Q—l (4)

p(:l?k) :p(Z]\/[_l_k), kZO,M/271 (5)
p(xi) = Pp, (b1(i)) P, (b2(7)) P, (b3(i)) (6)

With M = 8 for TLC Flash and X = {zg, 21, ..., z7} having
the ESEL values = {-7,—5,—-3,—1,1, 3,5, 7}, the average
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Fig. 2. Independent MI rates for Equally Spaced Equally Likely (ESEL) Con-
stellations and Adaptive Positions and Distribution (APD) 8-PAM Independent
rates for the optimized constellation as a function of SNR.

power for equally7spaged equally likely constellation points
given by P, = # = 21. We present two algorithms
in [4] as a solution to optimization problem above. Alg.
1 enumerates the steps for maximizing the minimum rate
through dynamic assignment of the write levels, i.e. adaptive
positions (AP). Alg. 2 enumerates the steps for maximizing the
minimum rate by optimizing both positions and probabilities
of the write levels, i.e. adaptive positions and distribution
(APD). In this paper we have modified Alg. 1 and Alg. 2
in [4] as follows:
1) Adjust Write-Level Positions X in Alg. 1
A single scalar parameter « replaces diagonal matrix d in [4]
scaling all points to satisfy the power constraint as follows:
M-1
Z p(zi)a*z? = P,
i=0
2) Adjust Write-Level Positions X in Alg. 2
In Alg. 2 instead of scaling the constellation points in Step 1,
we adjust the probabilities of either ps or ps to maintain the
power constraint. That is , we either scale p, by S or p3 by
~ so that as a point pair is moved, p(z;) in (6) is adjusted so
that the power constraint in (3) is satisfied.
3) Optimize PMFs py and ps in Alg. 2
Gradient descent is replaced with line search (fminbnd in
MATLAB) to find optimal p; and ps while scaling the
constellation to maintain the power constraint as in Eq. 7.
Fig. 2 compares the (essentially equal) APD independent
rates achieved by the optimized point locations and PMFs to
the unequal ESEL rates as a function of SNR. Observing Fig.
3, three losses can be examined for flash system:
1) Shaping loss: I(B1, Bs, Bs;Y )pap — I(B1,Bs, Bs;Y)
2) Independent-encoding loss:
I(B1,B2, B3;Y) — I(B1:Y) — I(By;Y) — I(B3;Y)
3) Equal-rate constraint loss:

I(B1;Y)+I(B2;Y)+ I(Bs;Y) —3*min; {I(B; : Y)}
DAB refers to the capacity achieving constellations of [5]. We
note that equal rate constraint loss and independent encoding
loss are nearly zero for both AP and APD rates. However, APD
rates provide significant improvement with respect to shaping
loss.
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Fig. 3. Three times the minimum independent rate for AP and APD, i.e.
3x«min{I(B1:Y),I(B2:Y),I(Bs:Y)} is compared to the joint mutual
information rate I(B1, B2, Bs;Y') for AP and APD, the sum of independent
rates, three times the minimum ESEL rate, and the MI for DAB optimized
constellations. Equal-rate constraint loss and independent-encoding loss are
nearly zero. The most evident loss comes from shaping.

IV. CONCLUSION

Optimizing the positions and probabilities of the write levels
in the constellation to maximize the minimum mutual informa-
tion rate of a bit channel significantly increases the minimum
page rate. The independent encoding loss and equal rate
constraint loss are negligible (essentially zero) for operational
SNRs. Shaping loss is smaller for APD as compared to AP
optimization and may be further reduced by an additional op-
timization step similar to DAB, which is the subject of future
research. We note that 8-PAM constellations with points that
are not equally likely can be supported by coded modulation
techniques such as probabilistic amplitude shaping [6]. We
look forward to applying this approach to realistic Flash read
channels with signal-dependent noise, peak rather than average
power constraints, and asymmetric constellations.
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