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A model for the non-equilibrium behavior of intragranular fission gas in uranium oxide fuel is developed to study the 
fundamental phenomena that determine fission gas effects. The dynamic behavior of point defects and the variations in 
stoichiometry are explicitly represented in the model. The principle of distribution moment invariance is used to allow 
approximations that significantly reduce computational expense without sacrificing accuracy. A dynamic intragranular gas 
release and swelling (DIGRAS) computer code, that is based on the non-equilibrium model, was developed for both steady- 
state and transient applications. The code utilizes implicit multistep numerical integration methods, and is designed to give 
detailed information on all the physical processes that contribute to fission gas behavior. 

Simulations of steady-state irradiations indicate that the gas bubble re-solution process is very significant and results in 
very few large bubbles. The assumptions of equilibrium bubble sizes for normal steady-state irradiations in fast reactors 
appears to be adequate. On the contrary, a fully dynamic fission gas and point defect treatment was found necessary for 
transient simulations. The fuel stoiehiometry was found to play an important role in determining bubble kinetics. This is 
mainly due to the strong dependence of point defect populations on stoiehiometry. In fast transients, bubbles were found 
to be highly overpressurized, which suggests that a mechanistic plastic growth model is also needed. 

I. Introduction 

The use of  nuclear reactors as a commercial source 
of  energy demands their safe and economic operation. 
The safety design involves the ability to characterize 
the cause and time of  fuel pin failure as well as its 
consequences in both normal and off-normal operation 
of  the reactor. Good fuel cycle economics in both ther- 
mal and fast reactors require the fuel elements to 
achieve relatively high burn-ups before failure. Under 
normal conditions, the cladding is weakened by a 
variety of  mechanisms. Embrittlement can be caused 
by chemical interaction with fission products and 
coolant as well as by irradiation. When the stress 
arising from the fuel-clad differential swelling and 
thermal expansion can no longer be releived by creep, 
the stress-strain limits of  the cladding material can 
be reached and failure will occur. 

For many years gas effects have been recognized 
to play a major role in the behavior of  nuclear fuels. 
The ability to predict these effects from a data base 
supported by theoretical modelling is essential for fuel 

design, performance analysis and hypothetical accident 
analysis. Fuel swelling due to the retained fission gas 
in steady-state and transient conditions is a major 
factor contributing to fuel-cladding gap closure and 
subsequent cladding loads. If  the gap is open, gas 
released to the fuel plenum produces cladding loads as 
well. At clad failure and/or fuel melting, the fission 
gas provides a potential driving force for fuel motion 
with desirable or undesirable consequences depending 
upon the time, location and extent of  clad failure [1 ]. 

Under normal operation, generation and accumula- 
tion of  the chemically inert noble gases, Xe and Kr, 
in solid nuclear fuel, leads to a supersaturation that 
thermodynamically favors the precipitation of  these 
gas atoms into small bubbles, Fission fragments artifici- 
ally enhance the gas solubility by knocking gas atoms 
out of  bubbles and back into the matrix. The migra- 
tion and coalescence of  gas atoms and bubbles and 
the flux of  point defects to and from the gas Fdled 
cavities determine the fuel swelling due to fission 
gas and the rate of  gas release to the plenum of  the 
fuel pin. 
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Early models for prediction of the swelling and 
release of fission gas [2-8] considered only equili- 
brium gas bubbles. The bubble radius is determined 
by a balance between the internal gas pressure and the 
surface tension force. However, a number of investiga- 
tors have considered the cavity behavior under non- 
equilibrium circumstances. These are realized when 
temperature variations are fast compared with the 
response times of the bubbles to the temperature 
variations, or when the irradiation and stress fields 
cause the gas cavities to behave more as voids than as 
equilibrium gas bubbles. Of the few gas behavior 
models that considered the non-equilibrium behavior 
of fission gas cavities [9 - I  1], only one [10] has 
allowed deviations from stoichiometric composition. 
Another investigation [11 ] has allowed the uranium 
vacancy population to dynamically respond to the 
changes in temperature. However, the irradiation 
produced point defects which dominate at lower 
temperatures were neglected. 

Off-stoichiometric oxide fuels contain point 
defect concentrations far in excess of the thermo- 
dynamic equilibrium values for exact stoichiometric 
UO2. When irradiation produced point defects are 
also considered, the situation is further complicated. 
In addition, a temperature transient affects both the 
number densities and the migration behavior of these 
defects. One would expect considerable variations of 
the time scales during which single gas atoms, gas 
bubbles and point defects respond to rapid heating 
and/or changes in fission rate. 

The objective of this work is to focus on the non- 
equilibrium behavior of the intragranular fission gas, 
paying particular attention to the roles of the dyna- 
mic point defects as well as investigating the effects 
of important model parameters, such as stoichiometry, 
fuel heating rate, microstructure, re-solution mechan- 
ism and bubble diffusion coefficient. 

2. Background 

2.1. Gas disposition 

Early in life, oxide fuel pins undergo restructuring 
due to high temperatures and temperature gradients 
[12]. The outer microstructure of the pin with tem- 
perature below about 1300°C is unchanged while an 

equiaxed region from "1300-1600°C experiences 
grain growth. From ~1600°C to the center of the fuel 
pin, a columnar grain region exists with long grains 
formed behind pores migrating up the temperature 
gradient. Almost all of the gas is rapidly released from 
the columnar grains and much is released from the 
hot side of the equiaxed region. The cool side of this 
region and the unrestructured region release only a 
small amount of gas for moderate burn-ups under 
normal operation [13]. 

Intragranular gas under irradiation conditions 
exists primarily as single gas atoms or in bubbles too 
small to be seen by optical techniques, i.e. with dia- 
meters less than about 25 A [14]. Microstructural 
examination of fast reactor fuel pins after 5% burn- 
up has revealed very little intergranular porosity in 
the outer third of the fuel radius, with grain junction 
sites containing a few isolated pores. Intergranular 
porosity on grain faces and edges is seen in the equi- 
axed and columnar grain regions or roughly the inner 
two-thirds of the radius. In the hotter regions of the 
fuel pins these pores are interconnected to form large 
irregular pores on the grain faces which are often 
vented to porosity channels along grain edges [15]. 
It is through these channels that the gas is released to 
cracks and eventually to the fuel pin plenum. 

2.2. The role o f  fission gas in fast reactor accidents 

As mentioned above, fission gas contributes to 
cladding loads that can lead to clad failure and provides 
a potential driving force for the disruption and disper- 
sal of fuel, once the fuel pin has failed. Transient over- 
power (TOP) and transient undercooling (TUC) with 
failure to scram are the hypothetical accidents in fast 
reactors for which fission gas effects have received 
the most attention [1]. The question in both cases 
is whether the fuel motion produces positive reactiv- 
ity feedback compounding the results of the accident, 
or negative feedback leading to reactor shutdown and 
accident termination. 

Fission-gas-driven disruption and dispersal of fuel 
in the first sub-assemblies in which clad melting and 
coolant voiding have taken place is of particular im- 
portance in the TUC accident. The positive reactivity 
due to coolant voiding may be overcome if the fuel 
dispersal is large and prompt. The accident will ter- 
minate with limited core damage if fuel dispersal and 
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transport in a few subassemblies occurs before wide- 
spread boiling in the core. The mode of fuel disruption 
and rate of subsequent fuel motion are expected to 
depend upon whether fission gas produces extensive 
intergranular porosity and fuel swelling or grain bound- 
ary separation. The dominance of either behavior will 
in turn depend upon the rate of gas accumulation on 
the grain boundary, the heating rate and fuel condi- 
tions [16]. 

In the TOP accident, fuel motion is determined by 
the time and location of a small breach in relatively 
strong cladding and by the pressure available to drive 
the molten fuel. The importance of fission gas related 
clad loading relative to non-gas related effects, such as 
differential thermal expansion and fuel expansion on 
melting, will depend upon fuel character and the details 
of the thermal transient [1 ]. Post failure ejection of 
fuel into the channel will strongly depend on the quan- 
tity of gas in the molten fuel and the size of  the bubbles 
containing it. Fuel motion for a clad breach high in 
the core will remove reactivity as fuel moves away 
from the core midplane and can lead to termination 
of the accident. Conversely, a middle core breach will 
aggravate the situation by allowing fuel motion toward 
the center of the core. 

A TOP can also be a second phase of a TUC initi- 
ated accident if the early fuel dispersal is not able to 
terminate the accident before large scale coolant void- 
ing. Clad failure will be by much the same mechanisms 
as for the simple TOP except the breach might not be 
as localized since the clad will be closer to melting and 
the internal pin pressure may be high. 

Specification of design features that can reduce the 
effects of a particular process as well as the fuel disrup- 
tion and dispersal process over a wide range of  ther- 
mal accident histories and initial conditions. Features 
that improve the situation for some accidents may 
actually have detrimental consequences in other acci- 
dent sequences. Understanding the fission gas effects 
requires fundamental data and the modelling of 
microscopic phenomena. Initial conditions for acci- 
dents entails knowledge of gas quantities, spatial dis- 
tribution and gas disposition. Modelling and experi- 
mental data are needed to quantify transient fission 
gas behavior and build a coherent picture of gas release 
from grains to grain surfaces, intra- and intergranular 
swelling, grain boundary separation, and pressure gra- 
dients resulting from gas release and flow through 
connected porosity [1 ]. 

The remainder of this paper will deal primarilily 
with intragranular fission gas behavior. Recent work 
seems [17] to indicate that initial transient intragran- 
ular swelling may be small because the bubbles do not 
have time to grow by the flow of point defects. How- 
ever, the intragranular gas is the source of the gas that 
accumulates on the grain boundaries. The rate of accu- 
mulation of intergranular gas is a major determining 
factor as to whether it causes swelling or grain bound- 
ary separation [16]. The release rate of gas from the 
grain to the grain surface is in turn determined by 
the size of the gas bubbles. 

During a transient, the pressure misbalance in a 
bubble can grow to the yield stress of the fuel matrix 
[18]. At this time dislocations may form around the 
bubble as the matrix yields to the stress field. These 
dislocations will enhance the diffusivities of the 
bubble [19] and change the coalescence and release 
rates. If bubbles are still over-pressurized near fuel 
melting, their rapid expansion in the weak fuel will 
provide clad loading and a driving force for fuel 
motion. 

2.3. lntragranular fission gas modelling 

Methods of handling the bubble distribution range 
from assuming it to be narrow with an average radius 
[10,20-23], to finding the radial moments of the dis- 
tribution [2,24,25], to solving for the concentration 
of bubbles over a range of bubble sizes [3-5,8,9,26]. 
The intragranular gas distribution in steady state oper- 
ation of the fuel pin may indeed ~oe quite narrow since 
the bubbles do not seem to be mobile at most oper- 
ating temperatures. However, during temperature 
transients the bubbles become more mobile and the 
size dependent migration rates can be large enough 
to cause coalescence. Thus, transient models must 
address the fission gas distribution directly. 

The first of the "distribution function" methods 
was developed by Gruber [4]. There the set of Simul- 
taneous differential equations describing the evolution 
of the bubble size distribution is solved numerically. 
About the same time, Baroody [2], analytically solved 
for the gas bubble distribution using a moments method 
and a set of similarity solutions. These models were 
quite simple since they did not include re-solution and 
assumed that the bubble migrated by a surface diffu- 
sion mechanism. Unfortunately, the bubble migration 
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mechanism is not well understood, so fission gas models 
should be flexible enough to allow various bubble dif- 
fusion models or correlations. 

Development of the bubble size distr~ution using 
high speed computers can be prohibitively expensive 
because of the large number of equations to be solved. 
The numerical procedure has to be efficient and meth- 
ods have to be devised to reduce the number of equa- 
tions involved while maintaining the character of the 
distribution. Hayns has investigated various methods 
of grouping the rate equations involved in the nuclea- 
tion of voids in metals [27]. However, his group width 
is very narrow and when addressing the fission gas dis- 
tribution involving bubbles with up to 104 atoms, 
Hayns and Wood [5,26] went back to the scheme 
first introduced by Poeppel for the GRASS code [3] 
and used by others [8,9]. 

In this scheme the distribution is grouped according 
to the average number of gas atoms in a group, Ark, 
given by 

N k = m N k - i  , 

where m is the grouping factor. When a new bubble 
is produced with N atoms by an interaction such as 
coalescence, the new bubble is generally partitioned 
between two groups. The fractions that go into groups 
Ark and Nk+l (Nk < N  <Nk+l)are  determined by pre- 
serving the total number of gas atoms and the number 
of bubbles [3]. Unfortunately the results of the calcula- 
tions are very strongly dependent upon the grouping 
factor, m. 

Even with small grouping factors, matching model 
predictions to a wide range of experimental data was 
not possible with models that assumed that the bubbles 
were always in equilibrium with the matrix forces. 
Gruber extended his original work to develop a 
transient fission gas behavior model, FRAS [29], and 
fitted the results to release data for several transients 
by adjusting the bubble diffusion coefficient. The fis- 
sion gas swelling predicted by FRAS was extremely 
high. Two factors were responsible for this result. 
First, the bubble diffusion coefficient that matched 
the release data was about an order of magnitude 
higher than that predicted by the surface diffusion 
mechanism, while experimental bubble migration 
rates are typically four orders of magnitude less than 
the surface diffusion prediction [29,30]. This leads 
to a very large coalescence rate. Second, the bubbles 

were assumed to maintain their equilibrium size even 
with the extreme amount of coalescence. Hayns and 
Wood found that combinations of their model para- 
meters could be adjusted to fit several sets of data 
with a number of significantly different sets of model 
parameter values [5 ]. 

The previously mentioned problems indicate, first, 
the need to identify and set limits on the important 
parameters of the fission gas system, and second, the 
inadequacy of equilibrium bubble assumptions, and 
lead naturally to the need for dynamic models. Finnes 
et al. [11 ] studied non-equilibrium fission gas bubbles 
during very fast transients. They found that not only 
is the non-equilibrium bubble treatment required, but 
vacancies must also be dynamically treated. They sug- 
gested that the importance of the non-equilibrium 
behavior can be estimated by defining the time con- 
stants for the various phenomena. 

One of the first non-equilibrium treatments of the 
full bubble distribution was developed by Esteves et 
al. [31,32]. The bubbles are grouped according to 
radius and equilibrium state measured by a variable 
that is inverse linearly related to the pressure mis- 
balance between the bubble and the fuel matrix. 
Volume adjustment is assumed to occur by the thermal 
self-diffusion of vacancies. The model results in a very 
large number of strongly coupled non-linear differential 
equations that must be integrated simultaneously in 
time to obtain the concentrations of bubbles in each 
group. The use of a first order integration technique 
and the complexity of the model make it prohibitively 
expensive and difficult to use. 

Bogensberger and Ronchi [10] have presented a 
simple model, LANGZIET, for the steady-state behav- 
ior of fission gas in which bubbles are assumed to be 
immobile and the nucleation stage is assumed to be 
complete. Three coupled differential equations are 
solved for the concentration of single gas atoms within 
the grain, the concentration of gas on the grain bound- 
ary and the average radius of the bubbles. The rate of 
change of the bubble radius is controlled by the ther- 
mal self-diffusion of uranium and the rates of precip- 
itation and re-solution of gas atoms. To convert to a 
thermal transient model, KURTZIET, Bogensberger 
and Ronchi have transformed the time variable by 
the substitution 

d~" = DA(t) d t ,  
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where D A is the gas atom diffusion coefficient and t 
is time. The diffusion coefficients are chosen accord- 
ing to the stoichiometry of the fuel but the dynamics 
of point defect concentrations are not considered. The 
differential equations are efficiently solved using a 
Runge-Kutta integration scheme. A major deficienty 
in the model is neglecting bubble mobility, which 
should be considered for high temperature transients. 

Gruber has developed a new version of his transient 
fission gas behavior model, FRAS2, that allows the 
bubbles to depart from equilibrium [9,33]. Volume 
adjustment is assumed to take place by the thermal 
self-diffusion of vacancies and Poeppel's bubble size 
grouping and partitioning scheme is used. The large 
number of equations that arise from the required nar- 
row grouping constant and a first order integration 
method make the model fairly expensive to use. 
FRAS2 does not take into account the stoichiometry 
of the fuel which can change the thermal self-diffusion 
coefficients of point defects by a few orders of mag- 
nitude [34]. The results of FRAS2, and of our earlier 
work [17], suggests that the thermal self-diffusion of 
point defects is not sufficient to keep the bubbles in 
equilibrium with the fuel matrix for even fairly mild 
transients. Thermal equilibrium point defect concentra- 
tions are maintained by a balance between emission 
and absorption from the various microstructurai com- 
ponents in the matrix. If they migrate too slowly to 
maintain that balance and keep the bubbles in equili- 
brium with the matrix, their concentrations will no 
longer be at the thermal equilibrium values, especially 
during temperature transients. Finnes, Haynes and 
Bullough indicate that this is indeed the case for very 
fast thermal transients [ 11 ]. 

In this work we present a model:to quantify some 
aspects of intragranular fission gas behavior. While the 
details of the model are presented in the next section, 
the main features are summarized here: 

(i) Conservation of the bubble size distribution 
character using the principle of moments invariance. 

(ii) Explicit representation of point defect behavior. 
(iii) Inclusion of stoichiometric effects on the 

behavior of point defects. 
(iv) Efficient integratio n of the resulting rate equa- 

tions. 
(v) Computational flexibility suited to parametric 

studies for identification of important system variables. 
(vi) Detailed description of rate processes. 

3. The model 

3.1. Rate theory 

The intragranular fission gas model is based upon 
rate equations which describe single step processes 
that occur simultaneously in the solid to produce the 
more complex phenomena manifest as fuel swelling 
and gas release. The evolution of the gas bubble distri- 
bution is a result of independent rate processes. The 
basic assumption of the rate theory formulation is 
that discrete random arrays of sinks for point defects, 
gas atoms and gas bubbles can be approximated by a 
continuum distribution with densities and strengths 
appropriate to each sink type, thereby creating an 
effective medium. Then the intragranular point 
defect, fission gas atom and bubble distributions 
can be modelled by a set of spatially independent 
rate equations. 

Computer modelling of the rate processes can be 
quite expensive due to the large number of rate 
equations used for the simulation of gas bubble 
evolution. Separate rate equations have to be written 
for every bubble size expressing the balance between 
its creation and destruction rates. However, a number 
of rate equations can be grouped into one embracing 
equation describing the average behavior of the bub- 
bles in the group. In order to be of use, the grouping 
scheme must preserve the basic features and behavior 
of the original distribution. 

The next section describes the general structure 
of a model which is able to efficiently follow the 
evolution of gas bubble behavior by conserving the 
first new moments of the distribution. 

3.2. Model structure 

The interactions of a bubble are determined by 
the number of atoms contained in the cavity and the 
radius of the cavity. The combined effects of re-solu- 
tion, coalescence and temperature variations result 
in a distribution of radii, Blv(r, t), for bubbles con- 
taining N atoms. A scheme for grouping the equations 
according to the average number of atoms per bubble 
in a group will be described later. An r-moment equa- 
tion is used to find the average radius of the bubbles 
in a particular group. Formally, the concentration of 
bubbles in group k with Ark atoms per bubble is 
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, - - , 7  
Bk(t) = 9 J  BN(r, t) dr, (1) 

where the sum is over the bubbles in group k. The 
moment is defined by 

Mk(t) = ~ f rSN(r, t) dr, (2) 
N 0 

so that the average radius, rk, of bubbles in group k is 

rk = MdBk . (3) 

The evolution of the gas distribution is determined 
by the rate equations for B~ and Mk, so that the sum 
and integral need not be carried out. The basic rate 
equations for each group are: 

d B k - d  ( ~ ? B N ( r )  d r ) = ~ G k i - ~ L k i ,  (4) 
dt dt N 0 i J 

dM, _ ~ r dt + N ~ dt 
dt N 0 

Equation (4) is the rate equation for the concentra- 
tion of bubbles in the k group. The Gki are the gain 
terms for the group due to coalescence into the group 
and the shrinkage of large bubbles due to re-solution. 
The gain terms for the single atom group include the 
fission production of gas atoms and the gas that is 
knocked back into the matrix by the re-solution pro- 
cess. The Ltq terms on the right side of eq. (4) are 
the loss rates in group k due to the various sinks in 
the grain. These include coalescence and re-solution 
out of  the group and a grain boundary loss term for 
gas transported to the grain edge. 

The r moment of the gas distribution in group k is 
described by the rate equation (5). The first term on 
the right represents the change in average bubble 
radius due to the loss and gain of bubbles in group k. 
The loss terms are approximated by assuming that 
the losses occur at the current average radius, rk, in 
group k. The gain terms use the radius of the new 
bubble, rk/. So the first term on the right of  eq. (5) 
becomes 

~ ? r d B N  dr= ~. r k ] G k i - r k ~ L k j .  (6) 
N g dt t i 

The number of atoms in the new bubble B i will 

normally be between two groups, so that the gain 
term must be partitioned. In this partitioninging the 
equilibrium character of the bubble is preserved by 
one of two approximations for the gain radius, rki. 
In the first, the ratio, o~, of the new bubble radius to 
its equilibrium radius is preserved so that 

rkj = rekr//rej = rek~i , (7) 

where rj is the radius of the bubble produced by the 
/" interaction; rek, and re/are the thermal equilibrium 
radii. The second approximation conserves gas density 
by preserving the density factor, 6 i , 

rkj = N 113 (ri/N]13) = Nll3 /6 i • (8) 

The second term on the right side of eq. (5) gives 
the rate of change of the moment due to the volume 
adjustment by flow of vacancies and interstitials. It is 
approximated by 

where dr/dt is evaluated for bubbles of  radius rk con- 
taining N• atoms. Solving the diffusion equation for 
the concentration of vacancies and interstitials out- 
side a bubble and calculating the net flux of  vacancies 
and interstitials to and from the bubble leads to the 
expression for dr/dt: 

dr = Dv [C v _ Cvu exp(-ApI2/kT) 
dt r 

Di [Ci - Ciu exp(ApS2/kT)l, (10) 
r 

where Dv is the vacancy diffusion coefficient, Di is 
the interstitial diffusion coefficient, Cv is the bulk 
fractional vacancy concentration far from a bubble, 
Ci is the bulk fractional interstitial concentration, 
Cvu is the thermal equilibrium concentration of 
uranium vacancies, Ciu is the thermal equilibrium con- 
centration of the interstitials, Ap is the pressure mis- 
balance between the gas pressure within the bubble 
and the matrix forces: Ap = pg - 27/r - Pex, Pg is the 
gas pressure in the bubble, 3' is the surface energy, Pex 
is the hydrostatic stress component in the fuel matrix, 
~2 is the volume associated with a metal atom in the 
matrix (taken here as the molecular volume of UO2) 
k is Boltzmann's constant and T is the absolute irra- 
diation temperature. 
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In the current model, we use separate rate equa- 
tions describing the behavior of the first few bubble 
sizes. The equations are then grouped for large sizes 
as described below. Nucleation studies require that 
the concentrations of cavities containing a few gas 
atoms be followed closely since reaction rates strongly 
depend upon the cavity size and the number of gas 
atoms it contains. If s is the number of ungrouped 
equations and m is the grouping constant, the average 
number of gas atoms in k type cavities is 

k k <~s 
Ark = (11) 

mNk_ 1 k > s 

When a bubble with Ng atoms (Ng > n) produced 
by an interaction such as coalescence is partitioned 
between two groups, Ark < Ng < Nk-1,  care must be 
taken to preserve as much of the original ungrouped 
distribution as possible. In our analysis, we conserve 
the moments of the discrete distribution. Maintaining 
the zeroth moment results in conserving the total 
number of gas atoms. Therefore one can write: 

fkNt~ +fk+lN~+l = Ng,  (12) 

where ft, times the production rate of bubbles with 
Ng atoms gives the rate at which the partitioned bub- 
bles appear in group k. 

In writing the conservation equation for the first 
moment of the distribution, one arrives at: 

fkA~k +fk+l/~k+l = N~g, (13) 

This equation corresponds to conversing the average 
N at which the atoms of the new bubble appear in the 
distribution. Eqs. (12) and (13) are used to determine 
the partition factors fk and f~+l. However, previous 
workers [5,8,28] haCe used a scheme to conserve the 
number of gas atoms [eq. (12)] and the number of 
bubbles by the constraint: 

f/¢ + f k + l  = 1 . (14) 

This last scheme for determining fk and fk+l 
results in convergence problems when the grouping 
constant, m, is varied as will be discussed later. The 

two partition schemes are conveniently compared by 
considering the ratio fk+l to fk" Thus in our current 
model, [eqs. (12) and (13)]; 

f k+ ,=  Nk N g - N k  = 1  N ~ - N k  
(15) 

fk N,+, Nk+l-Ng mN~,+l-Ng ' 

while the old partition scheme, [eqs. (12) and (14)], 
gives: 

/k+X _ Ng - N~ (16) 
fk N,+lNg 

It can be seen that the partitioning scheme used by 
previous investigators increases the ratio by a factor 
of m, the grouping constant, over that found by the 
present scheme. This produces an artificial transfer 
of gas atoms into the larger group and gives simula- 
tion results that are strongly dependent upon grouping 
constant when using the old partition scheme. 

Equations (1)-(13) provide the basic structure of 
a very versatile model that can be used to investigate 
the non-equilibrium behavior of fission gas bubbles 
in ceramic fuel pins. The next section defines the 
various interaction rates and the resulting gain and 
loss terms to be used in eqs. (4) and (5): 

3.3. Gas and bubble interaction rates 

Nucleation of  gas bubbles. For the purpose of com- 
parison, the nucleation of gas bubbles is treated by 
either a homogeneous model or a heterogeneous 
model. In the homogeneous case, if the di-gas atom 
group is assumed to be stable, the rate of nucleation, 
Kl l ,  can be written as 

K11 = P11B1, (17) 

where PI 1 is the probability per second that a gas 
atom jumps into the sphere of influence (the trap- 
ping volume) of another gas atom. PI 1 is related to 
the fraction of possible sites that contain gas atoms 
and has the form [12] 

P11 = ZllI2DxB1/a~ , (18) 

where ao is the lattice parameter, and Z l l  is the num- 
ber of sites around a gas atom that are effective traps 
for another gas atom. Za, is probably greater than 84 
which is the corresponding combinatorial number for 
vacancy-vacancy combination in the fluorite struc- 
ture of the mixed oxide. If the di-gas atom group is 
somewhat unstable or needs dislocations or extra 
vacancies to be stable as some authors have suggested, 
an effective P l l  can be defined aSfNP11, which allows 
for a hindrance in the nucleation rate. Since ZI ,  and 
fN are not well known, an effective parameter, E 11, 
is used in the model. K l l  then is defined as 
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K l l  = E H D I B ]  • (19) 

Turnbull [21] presents a model for heterogeneous 
nucleation in which a fixed number of bubbles, ~', are 
nucleated per fission fragment track so that the rate at 
which bubbles are nucleated is given by 2~'/~" where/7 
is the volumetric fission rate. He estimates the initial 
radius to be " 5  A and ~" in the range of 10. His para- 
meters, however, were estimated from steady state 
results when a balance between nucleation and re- 
solution exists. In the model we present here, the 
nucleation rate is proportional to both the fission 
rate and the concentration of single gas atoms. The 
rate at which gas atoms are nucleated to form bubbles 
is 

Kt  I = 2 VNB11~ , (20) 

where VN is the effective volume of the fission track 
within which the gas atoms will nucleate to form bub- 
bles. If  AN  is the number of atoms per nucleated bub- 
ble, then the rate at which bubbles with A N  atoms are 
created is K 1 I/AN. 
Coalescence. Bubble coalescence is very important 
because of the large increase in the equilibrium volume 
associated with the process. In a solid free from tem- 
perature or mechanical stress gradients, bubble motion 
is random and can be described by the colloidal coal- 
escence calculation of Chandrasekhar [35]. Recently, 
Brallsford has used rate theory to calculate the coal- 
escence sink strength and finds the result of 
Chandrasekhar with a correction factor [36]. How- 
ever, the correction is small compared with the un- 
certainty in bubble diffusion coefficient and is ignored 
in the present model. The random coalescence rate 
between bubbles with Ark and iV/atoms, KRtq, is given 
by 

KRtq = 4~RkiDkiBkB/ , (21) 

where R k j  is the sum of the bubble radii, rk + r/, and 
Dk/is the sum of the bubble diffusion coefficients, 
Dk +Dj. 

Biased migration coalescence rates, KBki, are found 
using the geometrical cross section, and takes the form 

KBki = 7rR~¢ilvk - vj lBkBi , (22) 

where ]ok - vii is the magnitude of the bubble velocity 
difference. The total coalescence rate between k and ] 
bubbles is then 

Kkj = KBkj + KRkj . (23) 

The interaction rate, KM, gives the loss rate from 
groups k and j due to their coalescence and the grain 
rate for bubbles with Ng = Ark + N/atoms. Using the 
convention k ~>j in partitioning the new bubble be- 
tween groups N i and Ni+ x with Ni < Ng < Ni+ l, we 
note that Ni =Ark for grouping factors greater than 
2.0. Also, the new partition forfk and fk+l often 
gives fk > 1.0, in which case there is a net gain in 
group k due to coalescence with the smaller bubble. 

Coalescence between groups ] and k gives the fol- 
lowing terms to the concentration rate equations: 

[dB//dt]xki = - K k i  , (24) 

[dBk/dt]Kki = (fk - 1)Xki ,  (25) 

and 

[dBk+l/dt]Kki = fk+lK M . (26) 

The subscript indicates that the rate component is 
due to the Kki interaction. Similarly, the correspond- 
ing terms for the moment rate equations are 

[dMi/dt]xkj = - r jKk i  , (27) 

[dMk/dt] Kk/= (rkjf  k - rk) Kkj , (28) 

and 

[dMk+l/dt] Kk] = rk+u fk+l Kki  . (29) 

Coalescence conserves the initial volume so that 

rg = + r ] )  1'3 . ( 3 0 )  

Re-solution. The phenomenon of gas re-solution 
results in a large fraction of the fission gas remaining 
as single gas atoms in the fuel matrix. The continual 
dispersal of the gas atoms back into solution alleviates 
much of the swelling due to the fission gas and enhances 
the release from the grain to the grain boundaries by 
the migration of single gas atoms. The mechanisms of 
re-solution are not well understood. Two types of 
mechanisms have been proposed and both types are 
included in the present model for the purpose of com- 
paring their roles in the non-equilibrium treatment of 
fission gas behavior. 

In the model proposed by Nelson [37], it has been 
assumed that a fission fragment ejects single gas atoms 
from the bubble. The bubble then shrinks by the 



ZM. Griesmeyer et aL / Dynamic intragranular fission 77 

migration of vacancies and interstitials to and from 
its surface. The rate at which gas atoms are lost from 
a bubble with N atoms is given by 

dN/dt  = - b l ~ f R N ,  (31) 

where b is a semi-empirical constant,/~ is the fission 
rate, and fR is the average fraction of gas atoms in 
the bubble that may undergo re-solution. 

Nelson suggests that a gas atom is given an average 
amount of energy in an encounter with a fission frag- 
ment or primary knock on atoms. In this model the 
gas atom will only be deposited in the fuel matrix 
outside the bubble if it reaches the bubble surface 
before losing most of its energy in a large angle colli- 
sion with another gas atom. Estimating d, the mean 
free path between large angle collisions of gas atoms, 
fR, is defined as the fraction of gas atoms in the bubble 
that are in the shell that is within a distance, d, of the 
bubble surface: 

1 d>~r  , 
= (32) 

/'R [r a - (r  - d )  a ] / r  a d < r .  

The rate at which atoms appear in solution due to 
re-solution from group k is 

R k = (dN/dt) Bk = - b t T f R N k B k  • (33) 

Rk is also the rate at which bubbles are lost from 
group k since, in the Nelson type mechanism, re-solu- 
tion is by a single knockout process. The resulting 
bubbles have Ng = Nk - 1 atoms and must be parti- 
tioned between groups k - 1 and k. The following 
are the rate equations that describe re-solution from 
group k: 

[dBl/dt]Rk = R k ,  

[dBk -1 /d t ]Rk  = fk_ lRk  , 

[dBddt]Rk = 0ok -- 1 ) R k ,  

[dMk_ l /d t ]R  k = r k _ l k  f k - ] R k  , 

[dMk/dt]Rk = (rkiJk -- rk) R k  , 

(34) 

(35) 

(36) 

(37) 

(38) 

where riot, is the radius of the partitioned bubble that 
appears in group k due to re-solution in group k and is 
given by eqs. (7) or (8). We assume that the solution 
gas atoms are in equilibrium with the lattice, and 

therefore no moment equation is considered for 
single gas atoms. 

In the second type of re-solution mechanisms, such 
as that proposed by Turnbull [21], the size of the 
cavities is assumed to be physically reduced. Vacan- 
cies and gas atoms are trapped in the fuel matrix near 
the cavity when material ejected or evaporated from 
the bubble surface into the bubble is redeposited 
elsewhere on the bubble surface. The stopping fission 
fragment sweeps out a "re-solution" volume within 
which cavities will experience fission gas atom loss. 
For a bubble in group k this volume, VR, is 

V R = n(r k + rt) 2/a,  (39) 

where/a is the fission damage track length and r t is 
radius of the damage track. The rate of bubble re-solu- 
tion in group k is then 

R k  = 2VRt fBk  = 2n(rk + rt) 2 /~Bk  • (40) 

The number of atoms, l, that are removed from 
the cavity at one time may be as high as 200 [38], and 
the new bubble appears with Ng = N k - l. Partitioning 
the new bubble between groups ] and ] + 1 with N] < 

Ng <Nj+ i, we obtain the foUowing rate equations to 
describe re-solution by the Turnbull type mechanism: 

[dBlldt]R k = l R k ,  

[dBj[dtlR k = J~Rk , 

[clBj+l/dt]Rl¢ =J~+lRk , 

[clBk/dt]R k = - R k ,  

[dMj/dt]R k = rjkJ~ R k  , 

[dMj+ l/dt] 1~ k = rj+ lkJ~+l g k ,  

[dMk/dt]R k = - - rkR k . 

(41) 

(42) 

(43) 

(44) 

(45) 

(46) 

(47) 

Taking n as the average number of vacancies trapped 
by the redeposition of material on the bubble surface, 
the ratio of the new bubble radius to that of the orig- 
inal bubble is: 

=( "/Vv --ntl/3 = /1 /1 ~1/3 rdrk 

={1- 3 ~1/3 ' ( 4 e )  
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where N v is the number of vacancies that make up the 
cavity. The number of gas atoms remaining in the 
cavity is estimated by 

Ng = (rgpk) 3 N k ,  (49)  

and then l, the number of gas atoms removed from 
the vacity, is 

l = Ark - Ng.  (50) 

The cavity is completely destroyed when n is greater 
thanNv. 
Gas migration to the grain boundaries. Grain bound- 
aries are assumed to be perfect sinks for gas atoms and 
bubbles since the re-solution process from the grain 
boundaries deposits the gas atoms close to the bound- 
ary. 
(a) Random migration. Random migration of single 
gas atoms to the grain edge seems to be the dominant 
mechanism for the removal of gas from the grains in 
the unrestructured region of the fuel pin for steady- 
state irradiations. Wood and Hayns [39] have reviewed 
the various approximations that have been used to 
calculate the rate of gas accumulation on the grain 
boundaries and compared them with the results of 
the numerical solution of the full partial differential 
equations for the concentration of fission gas within 
a spherical grain. They find that none of the approx- 
imations which are based upon rate theory or series 
solutions to special cases of the diffusion equation 
are accurate. Nevertheless, a rate theory approxima- 
tion is used in the current model since it will help 
identify the important factors in fission gas migration 
to the grain edge. 

The rate theory grain boundary loss term for the 
single gas atoms is 

Llgb = S~gbBID1, (51) 

where S~g b is the grain boundary sink strength defined 
in terms of the strengths of the outer single gas atom 
sinks in the grain: 

_ 6 ( ~ $ 2  ~1/2 
S~gb - ~gg ~, k lk /  , (52) 

where dg is the grain diameter and the S]k are defined 
by: 

S~k = KIk/BIDI , (53) 

tion is dominant, and in a time scale where produc- 
tion of gas atoms is negligible, Gruber [28] and 
Hayns and Wood [5] suggest the use of a simple 
model that assumes that the bubbles move with a 
single average velocity across the grain. At the start 
of the transient, the gas is assumed to be uniformly 
distributed within the spherical grain and then moves 
with an average velocity, v, in the direction of the 
thermal gradient. The fraction of "bubble sphere" 
that no longer overlaps with the original spherical 
grain gives the accumulated fractional gas release to 
the grain edge. This model is used in the current 
study. 

If h is the overlap distance of the two spheres, 
the fractional release to the grain boundary, fgl~, is 
given by: 

fgb = 1 --h2(3dg - h)/2dag, (54) 

= v ,  ( 5 5 )  

v = ~ Bk Nk Vk / ~ Bk Nk ,  (56) 
k i 

where ok is the velocity of the bubbles in group k. The 
accuracy of this grain boundary loss calculation 
depends upon the width of the bubble velocity dis- 
tribution, since there is no preferential loss from bub- 
ble groups with large bubble velocities. To the extent 
it is realistic, this calculation indicates that there 
should be a region without gas bubbles on the low 
temperature side of the grain. The concentration of 
gas in the region of the grain that still contains gas is 
not affected by the release to the grain edge when 
this model is valid. The totoal swelling for the grain is 
found by multiplying the swelling in the gassed por- 
tion of the grain by (1 - fgb). 

The DIGRAS (dynamic intragranular gas release 
and swelling) code was developed to implement the 
current model and to explore and identify important 
variables in the non-equilibrium behavior of intra- 
granular fission gas in both steady-state and transient 
operation of the reactor fuel pin. 

The next section calculates the thremal equilibrium 
concentrations of the anion and cation point defects 
and develops the dynamic rate equations for metal 
point defects in UO2±x. 

(b) Biased migration. For cases where biased migra- 
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4. Point defect populations and dynamics 

Integration of the rate equations for the bubble 
distribution requires knowledge of the point defect 
concentrations and migration behavior. At high tem- 
perature irradiations where the thermal emission of 
vacancies and interstitials from various defect traps 
dominates over the fission production of defects, or 
in the absence of irradiation, the steady state concen- 
trations will take on their thermal equilibrium values. 
When fission production of Frenkel pairs dominates, 
the steady state concentrations are determined by a 
balance between the production and loss rates of the 
point defects. In order to investigate the various time 
scales during which the point defects and the fission 
gas respond to environmental changes, it is necessary 
to develop the rate equations that describe point defect 
behavior in UO 2 ±x. 

4.1. Equilibrium point defect concentrations 

Materials with a fluorite structure such as UO2±x 
contain more than one type of point defect. In con- 
trast to metals where only metal vacancies and inter- 
stitials exist, both anion and cation point defects play 
an important role. Expressions for the thermal con- 
centrations of point defects as a function of temper- 
ature and stoichiometry have been derived previously 
in terms of defect formation energies, charge balance 
and lattice site conservation equations [18]. 

Defining C as a fractional concentration, number 
per site, and letting the subscripts u, o, v and i stand 
for uranium, oxygen, vacancies ar/d interstitials, 
respectively, the equilibrium defect concentrations 
can be obtained from the following equations [18]: 

CvuC~v o = exp(-AG~/kT) = Ks,  (57) 

CvoCio = exp(--AGFo/kT)~KFo , (58) 

Cvu Ciu = exp(-AGFu/k T) =- K r u ,  (59) 

KFu 4 
'K,  (C,,o) + (C2oP ± X(C,,o)= - - rro(C,,o) 

- Ks = 0 ,  (60) 

where AG s is the energy of formation of a Schottky 
defect and Ks is the Schottky constant, AGFo and 

AGFu are the formation energies for oxygen and 
uranium Frenkel defects, respectively, and Kvo and 
KFu are the respective Frenkel constants. The ÷~x 
corresponds to hyperstoichiometric, while - ~ x  cor- 
responds to hypostoichiometric fuel compositions. 

Using the values in table 1 and solving eqs. ( 5 7 -  
60) will yield the fractional concentrations at any 
desired temperature and stoichiometry. These are 
used to determine matrix point defect thermal pop- 
ulation levels which define flow and emission rates 
as described in the next section. 

4.2. Analytical point defect model 

The fully dynamic rate theory (FDRT) [42] has 
been developed to analyze the response of metals 
to pulsed and transient modes of irradiation, and is 
extended here to investigate the UO2 ±x fuel behavior 
in transients. It is assumed that the fuel structure 
near a gas cavity is not different from the bulk (i.e. 
UO2~x). Therefore, the response of the cavities is 
mainly controlled by the slowly moving species 
(metal defects). Thus only the metal defects are 
treated dynamically. 

Since the time constants of single point defects 
depend on the microstructure present at a particular 
instant, they are explicit functions of the metal's 
microstructure, and therefore, implicit functions of 
time. The microstructural dependence can be simply 
expressed as: 

•i = hi a + ) c  + xGIt, (61) 

hv = Xv a + Xv c + ),v GB , (62) 

where hi is the total interstitial time constant (s - l )  
and Xv is the total vacancy time constant. The super- 
scripts indicate sink type; d corresponds to disloca- 
tions, C corresponds to cavities and GB represents the 
grain boundaries. The complete definitions of the Xs 
are given elsewhere [18]. 

The sink removal rate can be expressed as the time 
constant multiplied by the temporal concentration of 
point defects. Removal of point defects also takes 
place by recombination which is a second order reac- 
tion that depends upon the product of both concen- 
trations. The different point defect removal rates are 
expressed as: 

Psi = XiCi, (63) 
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Psv = ?~vCv, (64) 

Pr = 77CvCi , (65) 

where Psv and Psi are the total sink removal rates 
(s -1) for vacancies and interstitials respectively, Cv 
and Ci are the fractional concentrations (at/at) Pr is 
the recombination rate (s-1), ~ is the recombination 
coefficient. 

For grain boundaries and dislocations the thermal 
equilibrium concentrations of point defects are found 
by solving eqs. (57-60)  for Cvu and Ciu. However, 
for the gas cavities, the pressure misbalance alters the 
formation energies so that the thermal concentrations 
at the surface of the cavity are: 

Cvk = Cma e x p ( - A p k I 2 / k T )  , (66) 

Cit~ = Ciu exp(Apk~/kT),  (67) 

where Cvk and Cik are the thermal concentrations of 
vacancies and interstitials at the surface of the cavities 
in group k, I2 is the volume associated with the defect 
(the molecular volume of UO2±x), and zLt 'k  is the pres- 
sure misbalance for cavities in group k, 

Apk  = pkg _ 27/rk - Pex. (68) 

Here pg~ is the gas pressure in group k bubbles, ? is the 
surface energy and Pex is the hydrostatic pressure. 

Total emission rates are the sum of the individual 
rates. Therefore, for vacancies, the total emission rate 
is 

P~tet = XdvCvu + XvGBCvu + ~XkvCvk  + nCvuCi , .  (69) 
k 

Similarly, for interstitials 

Pt t = xPCiu + xPBCiu + xl'qk +  wCiu, (70) 
k 

where ;qt, = 4rrrkBkD l is the interstitial time constant 
for group k cavities and Xv k = 41rrkBkDv is the vacancy 
time constant for group k cavities. Note that X c = 
YqcXv k and ~i c = ~t,~i k. The last term in eqs. (69) and 
(70) represents thermal Frenkel pair production. 

The time rate of change of uranium metal vacancy 
and interstitial concentrations are given by 

dCv/dt  = l~t~t + P - Pay - er  , (71) 

and 

dCi/dt = Pit~,t + P - Psi - e r .  (72) 

P is the fractional rate of point defect production, and 
is expressed as 

P = Yiv~'2 at/at/s ; (73) 

Yiv is the number of Frenkel pairs per fission event 
and/+ is the fission rate. 

Finally, the rate of change of the cavity radius is 
determined by considering the vacancy and interstitial 
fluxes * received by and emitted from the cavity. 
Denoting the matrix point defect fluxes by Or, i, and 
the point defect fluxes at the surface of the cavity by 
Ovk, i, we can define: 

Ov = DvCv cm 2 s -1 , (74) 

Oi = DiCi cm 2 s-1 , (75) 

Ov k = DvCvu exp [-~pkCZ/kT]  = DvCvk cm 2 s -  1, (76) 

ok = DiCiu exp [ApkI2/kT] = DiCik cm 2 s -  1. (77) 

Now the rate eq. (10), for the cavity radius, can easily 
be rewritten 

drk_ 1 
(~v - ~i - ~v k + ~ik), (78) 

dt rk 

where rk is the cavity radius in cm. The last equation 
is based on a diffusion limited model for cavity growth 
and shrinkage kinetics. 

When irradiation production of point defects is 
dominant, the concentrations, Cv and Ci, can be many 
orders of  magnitude greater than their thermal equili- 
brium values. The defect emission fluxes of the cavity 
surface are negligible in these cases and the growth of 
the cavity is determined by the bulk fluxes, Ov and ¢i. 
However, at high temperatures the thermal emission 
of point defects from the microstructural sinks will 
dominate. The concentrations of vacancies and inter- 
stitials then approach thermal equilibrium and the 
radius of the cavity tends to the equilibrium value 
that sets the pressure misbalance, Ap k, equal to zero. 

5. Computational aspects 

A full characterization of  fission gas behavior 
requires the solution of  rate equations for bubble con- 

* The term "flux" is used here to describe flow in and out of 
the cavity. However, for dimensional, consistency with the 
literature, it can be shown that 0 = ~a 4× atom flux. 
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centrations and moments along with rate equations 
for the dynamic behavior of the metal point defects 
and the equations that describe the rate of gas release 
to the grain boundary. A state space approach is used 
here, with the rate equations assembled in vector nota- 
tion: 

I;" =f(Y, t ) ,  (79) 

where Y is the solution vector and I;" is the time deriv- 
ative of Y. The solution vector has the following com- 
ponents: 

Y(1) = AGB, Y(2) = h, r (3)  = Cv, I"(4)= Ci, 

Y(5) = B1, Y(6) = B2, 1"(7) = M 2. 1"(8) = Ba ,  

Y(9) =Ma ..... Y[2(k + 1)] =Bk, 

Y[2(k + 1) + 1] =Mk .  (80) 

Note that the bubble concentrations Bto are volumetric 
while Cv and Ci are the fractional metal vacancy and 
interstitial concentrations, respectively. AGB is the 
total number of gas atoms that have reached the grain 
boundary and h is the overlap distance used in the 
biased migration release model. No moment equation 
is required for the single gas atoms since they are 
assumed to be in equilibrium with the matrix forces. 

The set of ordinary differential equations, (ODEs), 
described by eq. (79) can be integrated using standard 
numerical methods for solving ODEs. Since many of 
the processes involved in the evolution of the intra- 
granular fission gas distributions are thermally activ- 
ated, one finds many different time scales during which 
the components of the system respond to variations 
in the environment. 

To solve the system of equations represented by 
eq. (79), we have used the GEAR package [43]. The 
computer simulation is initialized by specifying the 
model configuration, e.g., the number of bubble 
groups, grouping factor and the model and control 
options, and by specifying the physical model para- 
meters as well as the initial solution vector. The num- 
ber of bubble groups is increased as needed during the 
simulation. A separate input file contains the irradi- 
ation and thermal environment histories for the simula- 
tion. The flexibility of this approach coupled with the 
power of the GEAR package integrator results in a 
versatile code that can be used to simulate both steady- 

state and transient irradiations and to perform a wide 
variety of studies designed to identify important vari- 
ables in the behavior of intragranular fission gas. 

6. Model parameters 

The complex nature of the DIGRAS model 
requires using a large set of material and model 
dependent parameters. Experimental and theoretical 
estimates of most of the material parameters exist. 
However, one often finds widely varying estimates 
of the same quantity due to: (1) different experimen- 
tal conditions, and (2) interpretation of the experi- 
mental results using different physical models. 

The main objective of the present analysis is the 
description of fission gas behavior and its effects on 
the fuel pin. These effects are expressed in terms of 
release, swelling, and the potential driving force for 
fuel motion. Although the final result depends upon 
the fine structure of any model, a certain degree of 
flexibility in choosing the model parameters still 
exists with little change in the final result. A success- 
ful model should therefore be primarily based upon 
fundamental material behavior rather than purely 
empirical relations. Prediction of experimental find- 
ings must be possible using a reasonable set of input 
parameter values. Though calibration to experiments 
may not be possible when the model does not contain 
enough physics, at least the basic trends and observa- 
tions for a variety of experiments should be repro- 
duced by the model. In this section we will discuss 
the range of parameter values that were chosen for 
the model. 

6.1. Surface energy and equation o f  state 

The thermal equilibrium size of a bubble with N 
atoms at a particular temperature and pressure is 
determined by the surface energy and the equation 
of state. The surface energy is a function of temper- 
ature, stoichiometry and bum-up but the depend- 
ence is not well established. A temperature dependent 
correlation that approaches the liquid fuel surface 
energy at the melting point is used in the present 
model [44] : 

3' = 1527 - 0.3457T erg cm -2 , (81) 



82 J.M. Griesmeyer et al. / Dynamic intragranular fission 

where T is the temperature in degrees Kelvin. Since 
the bubbles of interest can be quite small ( " 5 - 2 0  A) 
during steady-state normal irradiations, the Harrison 
equation of state [45] is preferred over the Van der 
Waals equation, which is not accurate for small bub- 
bles and high pressures. 

6.2. Gas atom and bubble migration rates 

The choice of the gas diffusion coefficient is dif- 
ficult because of the large scatter in experimental 
results. Lawrence [46] reviewed about fifty investiga- 
tions of gas atom migration in oxide fuel and found 
values spread over five orders of magnitude. However, 
most of the measurements were found to be within 
two orders of magnitude. While some of the scatter 
can be explained in terms of variations in burn-up 
and stoichiometry, no functional dependence has 
yet been established. 

The choice of bubble diffusion coefficient is 
plagued by the opposite problem. Very little experi- 
mental data exist on bubble diffusion rates. For low 
temperatures (T,<< 1500 K), bubble diffusion is ap- 
parently negligible [47]. However, the high temper- 
atures and pressures experienced during experimental 
transients and hypothetical accidents are beyond the 
range of the experimental data. For these reasons gas 
atom and bubble diffusion coefficients will be used 
as sensitivity parameters in the present work. 

6.3. Bubble nucleation 

The homogeneous nucleation constant, E l l ,  of eq. 
(19) ranges from 3 X 10 -6 cm when there is no hin- 
drance to nucleation down to 1 X 10 -11 cm when the 
nucleation hindrance factor, fN, is considered [48]. 
As a base case for studies with DIGRAS, the value 

El1 = 2 X10 -6 c m ,  (82) 

is used. 
The nucleation volume, VN, in the heterogeneous 

nucleation model is estimated to fall in the range 

VN = 1.0X10 - 1 9 -  1.0XI0 -15 cm a , (83) 

and the number of gas atoms per nucleated bubble 
ranges between 9 and 18 [22]. The base case values 
used in the DIGRAS studies are given by 

V N = 1.1 X10 -17 cm 3, AN = 18. (84) 

6.4. Re-solution 

Experimental values of the re-solution parameter, 
b, defined in eq. (31) have not been fully explained 
by theoretical models which are either too phenomen- 
ological to yield precise estimates [22], or predict 
values that are too low [37]. Turnbull and Cornell 
[22] report an experiment in which gas bubbles were 
precipitated in irradiated fuels during out-of-pile anneals 
and then re-irradiated for various times. For a fission 
rate of 10 ta cm - a  s -1, their observations lead to a 
value for b of 1.8 X 10 -17 - 3.6 × 10 -17 cm 3 s -1. By 
assuming that the observed residual bubbles were the 
remains of the larger initial bubbles, they give a most 
probable estimate as 

b = 3.4 X10 -17 cm a s - l  . (85) 

This value is best interpreted as an average value for 
bubbles between the 50 A radius starting bubbles and 
the 18 A. radius bubbles observed after re-irradiation. 

The values used as a base case for the Nelson type 
re-solution model are 

b = 3 X10 -17 cm 3 s -1 , (86) 

d = 1.5 × lO-7(4~ra/3Na) c m ,  

where the re-solution distance, d, is from Nelson's 
estimate but adjusted according to the actual gas 
density since Nelson assumed the gas density in the 
bubble to be the Van der Waals limiting density, I/a, 
where a is the co-volume for xenon. 

Turnbull and Cornell [22] assumed that the re- 
solution parameter, b, was independent of bubble 
size and did not include r t in eq. (39). The number 
of gas atoms removed from the bubble in a single 
encounter, 1, is then dependent upon bubble size. 
They estimate that l may be as large as 200. In the 
present formulation, b depends upon bubble size 
since the vacancy loss in an encounter with the fission 
fragment, n, is held constant. The re.solution radius 
r t, the effective fission fragment range, bt, and the 
vacancy loss are determined by roughly matching 
Turnbull and Cornell's estimate of b for bubbles 
with radius in the 18-50 A. range. 

The re-solution equation is rewritten as 

b l a N  1 dN v (87) 
F N dt Nv dt ' 
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where N v is the number of  vacancies associated with 
the cavity. With dNv/dt given by 

dNv/dt = 2n VRF, (88) 

and substituting into eq. (87) and using eq. (39) for 
VR one obtains: 

b = ~/a~2 [(r + rt)2/r 3] Min(n, Nv) .  (89) 

Note that the bubble is completely destroyed when 
n 1> Nv. The re-solution parameter, b, is plotted in 
fig. 1 versus bubble radius for various combinations 
of model parameters. The strong dependence of b 
upon bubble radius is controlled by r t for bubbles 
containing about n vacancies and with radius in the 
range of r t. For large bubbles in which r t is negligible, 
the re-solution rate is determined by the number of 
vacancies lost in an interaction with a fission frag- 
ment. The experimental values for b (1-3.6  X 10 -17 
cm -3 for bubbles with radius 18-50 A,) can be 
matched with various combinations of n and r t. As 
base values in the DIGRAS code the following are 
chosen: 

n = 2 0 0 ,  r t = l O A ,  gt=6microns[12] .  (90) 

6.5. Microstructural parameters 

The values of the point defect formation and 
migration energies are given in table 1, and the other 
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Fig. I. Effective re-solution parameter, b, vs bubble radius for 
various values of the Tumbull type re-solution model para- 
meters. The effective fission fragment range, , ,  is six microns 
for all cases. 

Table 1 
Point defect formation and migration energies in eV 

AGFo 3.1 [40] 
AGF u 9.5 [40] 
AG s 6.4 [401 

o.2s [411 1.7 [40] 
E~ 1.0 [411 
E~u 2.4 [40] 

1.9 [401 

microstructural data appear in table 2. The main 
source of this data has been two reviews by Matzke 
[34,40], in which he organizes experimental findings 
and attempts to develop a consistent set of defect 
formation energies for oxide fuel. The values given 
in table 1 represent the set which is most consistent 
with experimental data. The energies may change with 
the ratio of plutonium to uranium in the fuel, but the 
basic trends in simulation results can still yield valu- 
able information concerning mixed oxide fuel behavior, 

6. 6. Grouping factor and partition constraints 

As a test of the grouping and partitioning schemes, 
a series of simulations were run to show the effects 
of grouping by assuming that the bubbles were always 
in thermal equilibrium and using a very large bubble 
diffusion coefficient. A gas inventory of 1 X 102o 
atom cm -a,  half in 30 )k bubbles and the rest as 
single atoms, was subjected to a simulated start-up 
ramp with an overpower excursion at the end of the 
ramp. The maximum temperature of 2450 K was 
reached at 10.25 s and by 14 s the temperature had 
dropped to 1000 K. 

Swelling results are shown in fig. 2 for grouping 
factors of  4, 6, 8 and 10 using the new partition con- 
straints [eqs. (12) and (13)] and the previously pro- 
posed partition constraints [eqs. (12) and (14)]. It 
is clear that the old partitioning scheme overestimates 
swelling which also diverges with the grouping factor, 
m, while the new partition produces results that are 
almost independent of re. Comparison of eq. (15) 
and (16) reveals that the old partition produces an 
artificial transfer of gas atoms into the larger group. 

Similar internal tests were run to determine which 
of the approximations for the grain radius, rkj, gave 
the most consistent results. Both the conservation of 
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due to Cornell is used [49] 

Da = DA exp( -QA/RT)  + DAEF exp(--QAE/RT), 

(93) 

where/~ is the volumetric fission rate and 

DA = 2.1X10 - 4 c m  2 s -1 , 

Q A = 9 1 k c a l m o 1 - 1 ,  DAE = 1 . 3 × 1 0 - 2 4 c m  s ,  

QAE = 6.3 kcal mo1-1 . (94) 

End of year results for the defect populations and 
fractional swelling and release are given in table 3 by 
the oxygen to metal ratio. Note that at I000 K the 
results for O/M = 1.98 and O/M -- 2.00 are exactly 
the same because the thermal concentrations of vacan- 
cies and interstitials which determine point defect 
emission from sinks are negligible. The behavior of  
the system is determined by the fission produced 
defects. Emission of vacancies from the microstruc- 
ture increases the point defect population slightly 
for the O/M = 2.02 case. However, the vacancy and 
interstitial fluxes are balanced for all three stoichio- 
metrics indicating the existence of a quasi-steady state 
for the bubbles and point defects. 

The swelling and release are the same for the three 
simulations at 1000 K and equal to that calculated 
for a simulation in which the bubbles were always 
in equilibrium even though the point defect popula- 
tions are far from their thermal equilibrium concen. 
trations. This is due to the dominance of the re- 
solution process at this temperature and fission rate. 
Virtually no coalescence and very little precipitation 
of gas atoms onto the bubbles or motion of point 

defects occurs before the nucleated bubbles are 
destroyed by re-solution. The bubbles remain so 
small that the gas density remains very near to the 
Van der Waals limiting density. Therefore, the bubbles 
are produced and destroyed near their equilibrium 
size. 

At 1400 K the thermal concentration of  vacancies 
is large for the O/M = 2.02 case and fission produc- 
tion is unimportant. The bubbles are essentially in 
thermal equilibrium with the fuel matrix since the 
emission and absorption fluxes of vacancies are 
balanced. The interstitial population is negligible 
for this simulation. 

For O/M = 1.98 only 20% of the interstitials are 
produced by fission fragments and the interstitial 
concentration is about 25 times the thermal equili- 
brium value. Here also, the re-solution of gas bubbles 
dominates and there is little coalescence and growth 
before they are destroyed by fission fragments. The 
steady-state size is determined by a balance between 
emission of interstitials and absorption of interstitials 
and vacancies. The bubbles are very close to their 
equilibrium size. Fission production accounts for 
essentially all of the point defects in the stoichio- 
metric simulation. Here the vacancy and interstitial 
fluxes are balanced, but the dominance of bubble 
re-solution again gives results very close to the equili. 
brium simulation results. It is also interesting to note 
that the point defect fluxes are smaller for the 1400 K 
simulations since the point defects have become 
mobile enough for recombination to be effective in 
reducing their concentrations. 

The 1000 K and 1400 K steady-state studies 
indicate that when re-solution is dominant, the equili- 

Table 3 
Steady-state simulation results 

1000 K 1400 K 

O/M 1.98 2.00 2.02 1.98 2.00 
C v at/at 3.77 X 10 -4 3.77 X 10 -4 3.95 X 10 -4 1.54 X 10 -7 1.51 X 10 -7 
Ci at/at 1.60X10 -13 1.60X10 -13 1.68X10 -13 1.85 Xl0 - l s  3.36 Xl0 -16 
¢v cm2 s-1 3.05 X 10 -14 3.05 X 10 -14 3.21 X 10 -14 3.55 X 10 -19 3.49 X 10 -19 
¢i cm2 s -1 3.05×10 -14 3.05 Xl0 -14 3.21X10 -14 1.92 Xl0 -18 3.49X10 -19 
AU/O 0.01447 0.01447 0.01447 0.01369 0.01357 
Fractional 0.0447 0.0447 0.0447 0.1290 0.1281 
release 

2.02 
7.49 X i0 -$ 
3.29 X 10 -16 
1.73 X 10 -16 
3.41 X 10 -19 

0.01372 
0.1292 
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brium assumption is adequate for modelling intra- 
granular fission gas behaviour. The dominance of the 
re-solution phenomena will be determined by the fis- 
sion rate and the gas atom and bubble diffusion coef- 
ficients. If much bubble growth occurs before the 
bubbles are destroyed by re-solution, then the bubbles 
will no longer be in the constant gas density regime 
of small bubbles. Bubble size will be determined by 
a balance of the point defect fluxes which may or 
may not result in equilibrium bubbles. The following 
steady-state studies will be for temperatures below 
1500 K and with fission rates greater than 3 X 1013 
fissions cm -3 s -1, thus equilibrium simulations should 
be adequate. 

Both the homogeneous and heterogeneous nuclea- 
tion models have been used to fit gas retention data 
given in a recent report by the Hanford Engineering 
Development Laboratory [50]. Samples from fuel 
pin PNL 2 - 4  were subjected to thermal transients to 
investigate fission gas release. As a basis for the post 
transient comparison with the FGR tests, a section 
from the peak power region was examined as irradi- 
ated for intragranular gas retention. Table 4 gives a 
brief characterization of the fuel section and its 
steady-state irradiation conditions. 

A very sharp temperature threshold for release was 
indicated by a narrow gas concentration gradient 
region from 1240 K with almost 100% retention to 
1460 K with almost 100% release. The fractional 
release data after steady-state irradiation is shown in 
fig. 3 with the curves of both the homogeneous and 
heterogeneous nucleation model results generated by 
DIGRAS. Table 5 gives the values of the gas atom dif- 

Table 4 
Fabrication data and irradiation condition for peak power 
section [501 

Pellet density 90.65% TD 
Grain size (linear intercept) 23.0 ± 1.3 t~m 
Composition 25 wt% PuO2 

75 wt% UO 2 
Starting O/M 1.98 
Pellet outer diameter 0.538 cm 
Bum-up 4.04 at% 

1 × 1021 fission cm - 3  
Power rating 280 W cm -1  

3.84 X 1013 fissions cm - 3  s - 1  
Centerline temperature 1950 K 
Surface temperature 1090 K 
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Fig. 3. Fractional release vs temperature after 4% burn-up 
from HEDL data and simulation results using the homogene- 
ous and heterogeneous nucleation models. 

fusion coefficient and of the nucleation and re-solu- 
tion model parameters used in the homogeneous and 
heterogeneous nucleation fits to the data. 

The gas atom diffusion coefficients differ by 
roughly a couple orders of magnitude over the exper- 
imental temperature range, though both were taken 
from the same work by Matzke [51 ]. The homogene- 
ous fit, later referred to as HM, and the heterogeneous 
nucleation fit, later referred to as HT, are not intended 
as calibrations of the model but rather as demonstra- 
tions of the non-uniqueness of the sets of parameter 
values that can be chosen to match a particular set of 
experimental data. Both sets are within the ranges of  
parameter values estimated in section 6. 

Though it was possible to match the release data 
with different values of the gas atom diffusion coeffi- 
cient, reproduction of the very sharp temperature 
threshold for gas leakage from the grain was not pos- 
sible for coefficients with an activation energy less 
than 85 kcal mo1-1. The Cornell diffusion coefficient 
used above for the 1000 K and 1400 K, one year sim- 
ulations could not be made to match the release data 
because the fission enhanced component with little 
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Table 5 
Homogeneous and heterogeneous nucleation parameter fits to HEDL data 

87 

Nucleation Turnbull type Gas atom diffusion 

re-solution D A = D O exp ( - Q /R  73 

Homogeneous ~ = 6 microns D O = 0.3 cm 2 s - 1  
E l l  = 2.0 × 10 - 6  r t = 10 A Q = 90 kcal tool - 1  

n = 200 
Heterogeneous t~ = 6 microns D O = 0.07 
V N = 1.1 × 1 0 - 1 7 c m  3 r t = 15 A Q = 103 kcal mo1-1 

temperature dependence dominates for the temper- 
atures of interest. It should be pointed out, however, 
that not all gas retention data display such sharp tem- 
perature dependence or indicate that intragranular 
release is complete for temperatures/>1480 K [14]. 

The retained gas approaches a steady-state con- 
figuration with burn-up and subsequently all gener- 
ated gas is released. This steady-state is reached very 
early at high temperatures but is not realized during 
the useful life of the pin at low temperatures. Swelling 
versus burn-up for the HM and HT cases are shown in 
fig. 4 as a function of temperature. Steady-state has 
been reached for a temperature of 1500 K and the 
1400 K simulation is very near to its steady-state 
swelling value. Note that although the gas atom dif- 
fusion coefficient for the HT case has a stronger tem- 
perature dependence than the coefficient for the HM 
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Fig. 4. Simulated swelling vs burn-up by irradiation temper- 
ature using the homogeneous and heterogeneous nucleation 
models. 

case, the simulation results display less sensitivity to 
irradiation temperature. 

As mentioned above, the temperature dependence 
of the fission gas release is not consistent for all 
published data. Some factors that influence the 
simulation result are the re-solution parameters, 
grain size and the power rating. Re-solution is inves- 
tigated by running simulations with variations in the 
input parameters. An irradiation temperature of 
1300 K was chosen because it was found to be in the 
middle of the concentration gradient region and the 
results would be most sensitive to changes in model 
parameters. 
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Fig. 5. Swelling and release vs burn-up at 1300 K for various 
combinations of re-solution model parameters using the 
homogeneous nucleation model; (1) Tumbull,  n = 200, 
r = l e A ;  (2) Nelson, b = 3 × 10-17; (3) Nelson, b = I X 10-17; 
(4) Turnbull, n = 250, r t = 10 A. 
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The re-solution parameter, b, in the Nelson type 
model and the effective re-solution range of the fis- 
sion fragmentation,/a, in the Turnbull type model 
simply determine the amount of  re-solution. However, 
as shown in fig. 1, the fission track radius, r t, in the 
latter model enhances the re-solution of the smaller 
bubbles while the number of vacancies lost by the 
bubble controls the re-solution rate of the large bub- 
bles. The dominance of the re-solution in the steady- 
state irradiations keeps most of the gas in solution 
or in very small bubbles. Re-solution by the Turnbull 
type model is hence controlled by the effective track 
radius. This is demonstrated in the swelling and 
release results for various re-solution parameters 
shown in fig. 5 for the HM case. It is seen that the 
Nelson model with b = 3 X 10 -17 gives essentially 
the same results as the Turnbull type model with 
n = 2.00 and r t = 10 A. 

8. Transient simulations 

The main reason for developing the DIGRAS 
model is to provide a tool with which we can study 
important variables and dependencies in the behavior 
of intragranular fission gas during possible accidents 
in fast breeder reactors. The model has proved to be 
flexible enough to allow simulation of normal fuel 
pin operation. It is also applicable to oxide fuels of 
thermal reactors. In this section, the use of  the 
DIGRAS code for thermal transient simulations is 
illustrated and experimental results for transient 
tested fuel are compared with the computer simula- 
tions. 

The basic behavior of the gas within the grain 
during a transient depends upon the interplay of the 
phenomena involved. The initial conditions that are 
important are gas content and disposition. For most 
reported data and for the simulations reported in the 
previous chapter, very little of the intragranular fission 
gas is contained in observable bubbles at the end of 
steady-state irradiation because of the re-solution 
process. The growth of bubbles during a transient 
is determined by the rate at which the single gas 
atoms nucleate to form .bubbles and precipitate onto 
existing bubbles, by the rate of coalescence and by 
the rate of  point defect emission and absorption by 
the bubbles. The last rate controls the net volume 
associated with the gas and therefore the swelling. 

8.1. Ramp rate 

Each rate process has its own time scale, which 
becomes shorter as the temperature increases. One 
would expect then that slower heating rates would 
produce more swelling than fast heating rates because 
more time is available at a particular temperature. 
This is indeed the case as shown in fig. 6 which dis- 
plays the swelling results for simulation of 100 K s -1, 
500 K s -1 and 1000 K s -1 ramps starting at 1800 K 
with stoichiometric oxide fuel. The initial conditions 
were the steady-state simulation results for one year 
at 1800 K and a fission rate of 3 X 1013 fissions cm -3 
s -x. Bubble diffusion is again treated by a fit to the 
Buescher and Meyer data, and all other parameters 
are given their base case values from section 6. Fission 
gas release is not considered in the present simulation. 
In the slower ramp simulations, more point defects 
are found to diffuse into bubbles. At the same time, 
a higher coalescence rate is obtained and the gas dis- 
tribution shifts to bubbles with higher gas content. 

8.2. Experimental transient simulations 

The HEDL ex-reactor transient fission gas release 
studies provide a well characterized set of data on fis- 
sion gas behavior in transients [50]. The purpose of 
the experiments was to investigate the effects of tem- 
peratures and heating rates upon the macro- and 
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Fig. 6. Swelling vs temperature for various heating rates. 
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microstructural aspects of the fuel fission gas behavior. 
The dynamic fission gas release rates, the amount 
and nature of fuel swelling, and the size and fre- 
quency distribution of intragranular bubbles were 
the important temperature dependent variables that 
were investigated. 

Sections of fuel pin PNL 2-4 were transient tested 
by enclosing them in tungsten capsules which were 
then electrically heated. The heating rates range from 
about 130 K s -1 to 300 K s -1 and correspond more 
closely to loss of flow (LOF) hypothetical accidents 
than to the faster transient overpower (TOP) accidents. 
Samples that were taken above 2400°C exhibited mas- 
sive plastic swelling and release of fission gas (in 
previous studies at HEDL fragmentation of the fuel 
was observed). For transients that did not reach the 
24000C threshold after which the massive swelling 
caused the grains to lose identity, there was no evi- 
dence of thermal gradient forced diffusion of the gas 
bubbles. Regions denuded of gas bubbles were ob- 
served around the whole circumference of the grain 
and there appeared to be no correlation with the tem- 
perature gradient. The release that occurred before 
the threshold at 24000C appears to be associated 
with the denuding of the grain edges. 

The bubble distribution in the center of the gas 
containing region of the grain was uniform, but at 
the edges the bubbles were slightly larger indicating 
that they were able to intercept point defects coming 
from the grain boundary. The sharpness of the bound- 
ary between the gassed region of the grain and the 
denuded region could not be explained by the HEDL 
group. They determined that the bubbles were highly 
over-pressurized and suggested that there exists a 
grain edge directed stress gradient that causes the 

bubbles to move toward the grain boundary. This 
explanation suggests that some bubbles would be 
observed in transit from the inner edge of the denuded 
region to the grain surface. However, none were ob- 
served. An alternative explanation of the grain edge 
denuding could be grain growth during the transients; 
the sweep of bubbles by the grain edge would leave 
the denuded region [52]. This hypothesis has not 
been tested. 

The uniformity of the distribution within the gas- 
sed region and the abruptness of the boundary be- 
tween the gassed and the denuded regions suggest 
that the grain edge denuding process is local and does 
not strongly influence the gas distribution in the inter- 
ior of the grain. Therefore, the intragranular model 
DIGRAS can be used to simulate the transient behav- 
ior in the gassed region of the grain. 

Two HEDL experimental transient tests were 
chosen for simulations: FGR-34 and FGR-35. Both 
test samples were adjacent to the peak power section 
of the fuel. The FGR-34 sample experienced 3.9% 
burn-up of heavy metal at an average linear power 
rating of 275 W cm -1 and the FGR-35 sample had 
4.0% burn-up at 278 watts cm - l .  The samples were 
outgassed at 1470 K then heated to 2680 K, held 
there for ten seconds then allowed to cool. The maxi- 
mum heating rate for the FGR-34 test was about 
1300C s -1 while for the FGR-35 test it was as high 
as 240°C s -1. The lower heating rate for the FGR-34 
test results in more swelling and larger average bubble 
diameter than the FGR-35 test since much coalescence 
and bubble expansion occur before reaching the pla- 
teau temperature of about 2680 K. 

Both the homogeneous and heterogeneous nuclea- 
tion fits to the release data are used in steady-state 

Table 6 
FGR-34 and FGR-35 steady-state results 

r/r 0 Irradiation HM 
temperature 
(K) % Release 

HT 

Gas content % Release Gas content 
(cm -3) (cm -3) 

FGR-34 0.95 1172 
F= 3.77 ×1013cm -3 s -I 0.85 1321 
FGR-35 0.95 1191 
F'= 3.815 ×I013cm -3 s -I 0.85 1344 

0.36 2.73 X1020 4.82 2.61x I020 
40.37 1.64 X1020 41.32 1.61x 1020 
0.89 2.75 X 1020 6.79 2.59 X 1020 

50.43 1.38 × 1020 48.20 1.44 × 1020 
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simulations to generate initial conditions for the 
transient simulations. Table 6 summarizes the steady- 
state irradiation conditions and simulation results 
for the FGR-34 and FGR-35 samples at fractional 
radii of 0.85 and 0.95. For all cases, no observable 
bubbles (diameter < 20 A) are produced at the end 
of the steady-state irradiation. 

The nominal oxygen to metal ratio in the as-fabric- 
ated fuel (see table 4) was 1.98. The ratio will change 
during irradiation because the net valance of the fission 
products is different than that of the plutonium or 
uranium atoms, and because of plutonium redistribu- 
tion. In the first simulations of the FGR tests, O/M 
was set equal to 1.98 and the bubble diffusion coeffi- 
cient is calculated using the Buescher and Meyer data. 

The swelling as a function of time for the simulated 
FGR-34 tests are shown in fig. 7. The bubble size 
freezes when the point defect migration becomes 
negligible after cooling to lower temperatures. The 
differences in initial gas content shown in table 6 
leads to different calculated swelling for the HM and 
HT nucleation cases. The simulated swelling results 
are found to be high when compared with experiment, 
giving 16-17% for r/r o = 0.95 instead of 10%, and 
10% for r/r o = 0.85 instead of 6%. 

The results for the FGR-35 simulations are similar 
to those for the FGR-34 test. Again the swelling is 
high compared with the experimental data. Another 
problem with the simulations is that the faster ramp 
results in almost the same swelling as the slower ramp. 

This implies that the thermally activated processes in 
the simulation do not start much before the plateau 
in the temperature history. The time spent at the 
lower temperatures is not important and ramp rate 
does not affect the results. 

To investigate the discrepancies between experi- 
ment and simulation results, we present sensitivity 
studies on oxygen to metal ratio and bubble diffusion 
coefficient. The results of the simulations depend 
basically on the initial gas content which is approx- 
imately the same for both the heterogeneous and 
homogeneous nucleation fits to the gas retention 
data. However, the homogeneous simulations gave a 
slightly better fit, and therefore are used in the follow- 
ing studies. 

8.3. Stoichiometry 

DIGRAS simulations of the FGR-35 test with r/r o 
= 0.95 were run for O/M = 1.98, 1.99 and 2.00 to 
cover the uncertainty in the as-irradiation oxygen 
to metal ratio of the fuel and in the point defect 
formation energies. The swelling is found to be 
strongly dependent upon oxygen to metal ratio as 
shown in fig. 8. The results bracket the intragranular 
swelling observed by the HEDL group. 

In order to understand the effects of the dynamic 
point defect behavior it is useful to consider eq. (10) 
for the growth rate of bubbles: 

drk/dt = (1/rk)D v [Cv -  Cvu exp(-ApfZ/kT)] 
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Fig. 7. Simulated swcUing history for FGR-34 using the 
homogeneous (HM) and heterogeneous (HT) nucleation 
modles with O/M = 1.98. 

20 

16 O / M  - 1.98 ~ . ~ , , . . ~  

4 ~ O / M  2.00 

I I I I 
0 7 14 21 28 

TIME, SlSCONOS 

Fig. 8. Simulated swelling history for FGR-35 at r/r 0 = 0.95 
by O/M. 



J.M. Griesmeyer et aL / Dynamic intragranular fission 91 

-(I/rk) Di[Ci- Ciu exp(Apg2/kT)] , 

= (I/rk)(~bv - q~ - ~b i + ~b~. (102) 

During the high temperature portion of the transient, 
the bubbles will approach a quasi-steady state radius 
that sets the sum of the fluxes equal to zero. Fig. 9 
shows the point defect histories for the three oxygen 
to metal ratios. In the stoichiometric case the point 
defects remain far from equilibrium during the whole 
transient. The quasi-steady state radius of the bubbles 
will be one that produces the proper pressure mis- 
balance. Because of their high diffusivity, the inter- 
stitial fluxes dominate (see fig. 10) and the pressure 
misbalance that gives the quasi-steady-state radius is 
found by setting ¢i k = ¢i. In the O/M = 1.98 case the 
defect concentrations are much closer to thermal 
equilibrium and the magnitude of the interstitial flux 
is also larger. The result is that the bubbles approach 
the quasi-steady-state faster, and the quasi-steady- 
state radius is closer to its equilibrium value than for 
the other cases. 

8.4. Bubble diffusion coefficient 

Although adjustment of O/M could cause the pre- 
dicted swelling to approach that found experiment- 

ally, the average bubble diameter in the simulation is 
well below that for the observed bubble distribution. 
Apparently the low temperature experimental correla- 
tions for bubble diffusion coefficients result in low 
migration rates when extrapolated to these condi- 
tions. 

Early theoretical investigations [53,54] predicted 
that bubbles would migrate by a surface diffusion 
mechanism. The pore motion is related to the migra- 
tion of matrix atoms in a thin layer at the surface of 
the pore. The resulting bubble diffusion coefficient, 
D b, is 

3 ~ D  s 3~Q, 4/3 
D b  = 2~rr 4 - 27rr 4 Ds (102) 

where 12 is the molecular volume, 8 is the thickness 
of  the surface layer usually taken to be ~1/3, r is the 
radius of the pore and Ds is the diffusion coefficient 
of matrix atoms in the surface layer. 

Surface diffusion coefficient measurements have 
been reported by Maiya [55]. The value of the surface 
diffusion coefficient was expressed as: 

Ds = Dso exp(-Qs/kT),  (103) 

with 

Dso = 5.4X10 s cm 2 s -1 , 

~ C i ,  v v, 2 .00  i. ~ - -  C i , v ? / ~  

io.g - 
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Fig. 9. Point defect concentrations for FGR-35 at r / r  0 = 0.95 
by O/M. 

Qs = 108 kcal mol - I  . 

His values assume a surface energy of 626 erg cm -2. 
Directed (biased) bubble migration has been expres- 

sed in terms of the force on the bubble. Theoretical 
investigations [53,54] derive an expression for the 
force on the pore in a temperature gradient, F b, relat- 
ing it to the heat of transport of the matrix atoms 
Q*, for each particular mechanism: 

F b = (4rtr3/312XQ*/T) {3VT, (105) 

where/3 is the ratio of the temperature gradient in the 
diffusing medium to the bulk temperature gradient. 
For surface diffusion/3 = 3. Using the Einstein rela- 
tion, the velocity of the migrating pore is 

- D b  41173 * ,2 
V b - - ~ F  b =D b --~-(Q/kT )~VT. ( 1 0 6 )  

A large bubble diffusion coefficient results in large 
bubble velocities in a temperature gradient if the 
heat of transport is significant. 



92 ZM. Griesmeyer et al. / Dynamic intragranular flssion 

1040 - - -  t6v 

Q 
Z 
0 

t~ i0.I z 

~ K I-t4 

J/l' o. 

~o-gO , , ~ ~ 
0 7 14 21 28 35 

TIME, SECONDS 

Fig. 10. Point defect fluxes for FGR-35 at r/r 0 = 0.95 by 
O/M. 

Measurements of bubble migration rates have 
always been at least four orders of magnitude below 
the surface diffusion prediction. Thus, a simple fit 
to the Buescher and Meyer data was used in the 
previous simulations. However, the h i ~  temperatures 
and pressures encountered in the FGR transients are 
well beyond the experimental conditions for the 
bubble migration measurements. 

A series of  simulations were run of the FGR-35 
transient test at r/r o = 0.95 with O/M = 1.99. The 
bubble diffusion coefficient was varied from 1 to 
1000 times the experimental fit to the Buescher and 
Mayer data, BMD. The heat of transport, Q*, was set 
equal to zero to reflect the lack of evidence for a 
thermal gradient forced diffusion of the fission gas 
bubbles. Also included in the series were simulations 
using the surface diffusion mechanism for bubble 
diffusion, MS; one with the heat of transport at its 
standard value of 100 kcal mo1-1 and one with Q* = 
0.0. Swelling histories for this series are shown in 
fig. 11. A somewhat unexpected result is that the 
realized swelling goes down with increasing bubble 
diffusion coefficient. The swelling associated with 
fission gas is determined by the rate at which point 
defects migrate to and from the bubbles. Although 
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Fig. 11. Swelling history for FGR-35 at r/r O = 0.95 by bubble 
diffusion coefficient with O/M = 1.99; (1) MS with Q*; (2) 
1000 BMD; (3) MS without Q*; (4) 100 BMD; (5) 10 BMD; 
(6) BMD. 

coalescence increases bubble size, there are fewer 
bubbles available to serve as traps for the point 
defects. The net result is the decrease in realized 
swelling that is displayed in the figure. 

The large bubble migration rates produce larger 
average bubble diameters as listed in table 7. The 
surface diffusion case with biased migration gives 
the best agreement with the experimental obser- 
vation of bubble diameter. However, it predicts 
42% release of  the gas by biased migration of the 
gas bubbles which would produce a noticable pre- 
ferential denuding on the low temperature side of 
the grain. This was not observed in the FGR-34 and 
FGR-35 tests. Coalescence by biased migration was 
also significant for this simulation since the surface 

Table 7 
Average bubble diameter and swelling by diffusion coefficient 
FGR-35, r/r o = 0.95 

D b d (A) Swelling (%) 

BMD 462 12.5 
10 BMD 694 12.2 
100 BMD 1105 11.2 
1000 BMD 1696 10.0 
MS with Q* 2618 9.5 
MS without Q* 1258 10.7 
Observed ~2400 ~8.0 
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Table 8 
Average bubble diameter and swelling, r/r 0 ~- 0.95 
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FGR-34 FGR-35 

D b d (A) Swelling (%) d (A) Swelling 
1000 BMD 1695 9.9 1696 10.0 
MS with Q* 3169 9.0 2618 9.5 

diffusion case without biased migration produced 
smaller bubbles and more swelling which implies 
less coalescence as mentioned above. 

As a final look at the effects of bubble diffusion 
coefficient, table 8 presents the results for simula- 
tions of both the FGR-34 and 35 tests at r/r o = 0.95 
using the 1000 BMD and full surface diffusion mechan- 
ism for bubble diffusion. The fact that the simula- 
tions for both tests give the same final results when 
the 1000 BMD coefficient is used, implies that coal- 
escence and volume adjustment do not occur until 
the temperature plateau is reached. Thus, the results 
are independent of ramp rate. In the surface diffusion 
case the ramp rate dependence is due to the coal- 
escence at low temperature; more coalescence during 
the slower ramp results in larger but fewer bubbles. 
Here again, the point defects are not as efficiently 
absorbed or emitted and the result is less swelling. 

8.5. Summary o f  transient simulations 

The studies presented above provide an under- 
standing of the basic mechanism controlling intra- 
granular bubble behavior in transients. The average 
gas content of the bubbles is found to depend upon 
coalescence rates which are determined by bubble 
size and bubble migration rates. The point defect 
emission and absorption, particularly that of the 
interstitials in the sub-stoichiometric fuels, deter- 
mines the volume associated with the gas and there- 
fore the swelling. The bubble radius that balances 
absorption and emission is a function of the pres- 
sure misbalance between the bubble and fuel matrix 
and of the bulk concentration point defects. 

In order for the simulations to match experimental 
trends, both coalescences and swelling must occur 
during the ramp portion of the test. By using very 
large bubble diffusion coefficients, the simulated 

bubble size distribution can be made to approach 
the experimental observation. However, the swelling 
goes down instead of up. 

Examination of the detailed DIGRAS results and 
of the assumptions used to develop the model reveals 
a possible explanation for some of the discrepancies. 
During the ramp portion of the FGR-34 and 35 simula- 
tions, the pressure misbalance in the bubbles reaches 
its maximum value (5 -9  X 101° dynes cm -z)  which is 
up to two orders of magnitude larger than the macro- 
scopic yield stress of the oxide fuel [56]. Although 
the relationship between the macroscopic yield stress 
and the microscopic yield stress around the bubble is 
not clear, there will most likely be local plastic strain 
around the bubble to reduce the stress. Swelling in the 
DIGRAS model occurs solely by the absorption and 
emission of the migrating point defects by the gas 
bubbles. Plastic growth of the bubbles at yield stress 
is not included, nor is the enhanced growth of bubbles 
by creep mechanisms that involve dislocations below 
the yield stress. 

At high shear stresses, dislocations will be formed 
and their motion will be such as to relieve stress and 
they may act as arteries for rapid migration of point 
defects [12]. The net effect will be an increase in the 
volume occupied by the bubbles. Also, associated with 
the high stress surrounding the bubbles will be an 
enhancement of bubble diffusion since the bubbles 
can migrate along the randomly oriented dislocations 
[19]. 

Inclusion of these effects in a model such as 
DIGRAS, would .esult in more growth of bubbles 
during the ramp. The observed bubble distribution 
could be. reproduced with less coalescence because 
the existing bubbles would be closer to equilibrium. 
Finally, a stress controlled bubble diffusion mechan- 
ism might explain the lack of evidence for biased 
migration of bubbles along the temperature gradient. 
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9. Summary and conclusions 

A model for the non-equilibrium behavior of 
intragranular fission gas in oxide fuels is developed 
to study the fundamental phenomena that determine 
fission gas effects in the fuel. The model explicitly 
represents the dynamic behavior of point defects 
and allows for variations in stoichiometry. The 
mathematics of the model use the principle of 
moments invariance to preserve accuracy, while 
making approximations that significantly reduce 
computational expense. Flexibility and scope of the 
model allows investigations of the behavior of intra- 
granular gas under normal and accidental irradiation 
conditions. 

Care should be used in choosing model parameter 
values since any fit of the model results to experi- 
mental data must use values within physically reason- 
able ranges. The extreme scatter in some data makes 
the choice of model parameters difficult. Both homo- 
geneous and heterogeneous nucleation models can be 
made to fit steady state gas release data by adjusting 
gas atom diffusion coefficients within the experimental 
uncertainty. 

The dominance of the re-solution process during 
normal irradiations in regions of high retention keeps 
most of the intragranular fission gas in the form of 
single gas atoms. This allows the approximation in the 
simulation of steady state irradiations that the existing 
bubbles are in equilibrium with the fuel matrix. 

The main conclusions drawn from the transient 
studies are: 

(1) the fully dynamic fission gas behavior model 
including explicit representation of the defect micro- 
structure is necessary in the simulation of the transient 
behavior of fission gas. It also must be extended to 
include creep growth of the bubbles and plastic defor- 
mation of the fuel matrix around the highly over-pres- 
surized bubble. 

(2) Interstitials are the dominant type of point 
defects at least for the sub-stoichiometric oxide fuels. 

(3) O/M is found to be the main controlling factor 
for the swelling due to fission gas. The net sink strength 
of the bubbles depends upon the number and size of 
bubbles. The sink strength goes down with increased 
coalescence because the number of bubbles decreases 
faster then the radius increases. 

(4) The bubble diffusion coefficient required to 

reproduce the observed bubble distribution must be 
up to four orders of magnitude greater than the exper- 
imentally based correlations determined for low tem- 
perature. 

(5) Coalescence and volume adjustment must occur 
during the heating portion of the HEDL transient test 
in order for the observed ramp rate swelling depend- 
ence to be reproduced. 

(6) The maximum overpressure in the bubbles occurs 
during the simulated ramp and is two orders of magni- 
tude greater than the macroscopic yield stress for the 
oxide fuel. It is suggested that creep and plastic growth 
of the fuel and enhanced bubble diffusion induced by 
the large pressure during the ramp should be incorpor- 
ated into a model such as DIGRAS in order to repro- 
duce the observed ramp dependence of the bubble dis- 
tribution and swelling. 
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