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ANALYSIS OF HEAT PIPE VAPOR DYNAMICS
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The transient behavior of vapor flow in heat pipes is analyzed numerically using a two dimensional
compressible flow model. The vapor core response to changes in the evaporation and condensation
rates following a sudden increase, or decrease, in the input heat flux, or the condensation temperature
is studied. The numberical scheme is fully implicit using a staggered grid to overcome the numerical
stability problem. When the input heat flux is low, the vapor flows smoothly towards the condensation
region. However, with high input beat flux, reverse flow was detected in the adiabatic as well as the
condensation region.
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1. INTRODUCTION

In thermal systems in which a heat pipe is used as a device to conduct a huge
amount of heat in a short time, the question ‘“How much, how fast?” is the main
issue in designing such systems. In studies of dynamic behavior of heat pipes,
three different areas of concern are startup, shut down and operational transients.
Intensive studies have been carried out at the Los Alamos National Laboratory
on startup and shut down operations of heat pipes (Merrigan, 1985 and 1986;
Merrigan et al., 1986; and Costello er al., 1986). Although the major part of these
studies is experimental, a numerical analyses has been carried out using a simple
one-dimensional model (Costello et al., 1986). Bystrov and Goncharov (1983)
and Ambrose et al., (1987) have studied the starting dynamics of high
temperature gas filled heat pipes experimentally and numerically.

The works done so far on transient behavior of heat pipes, mainly concern the
startup and shut down operations and the analysis are carried out mostly on a
one-dimensional model. In studies carried out at the Moscow Energy Institute on
gas-controlled heat pipes (Galaktionov et al., 1982; Galaktionov and Trukh-
anova, 1985), the temperature profiles under steady state conditions show that
the radial and axial components of temperature are quite comparable. This
clearly demonstrates the two dimensional character of the problem.

The flow patterns in a heat pipe are shown in Figure 1. The working liquid
evaporates in evaporation zone. The local pressure increases and the vapor flows
towards the condensation zone, at which it condenses back to the liquid phase.
The liquid flows from the condenser to the evaporator by capillary force through
the wick structure. In this work, the transient behavior of vapor flow is analyzed
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FIGURE 1 The flow patterns in a heat pipe.

2. GOVERNING EQUATIONS
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FIGURE 2 The vapor core model of the heat pipe.
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2.1 Boundary Conditions

The boundaries of the vapor core are shown in Figure 2. The nonslip condition
for velocity components and adiabatic condition for temperature are assumed on
the side walls. These conditions are formulated as

@x=0 andL, u=v=_0 g=0 (6)

At the center line the symmetry condition implies,
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flow is assumecP in a porous medium with thickness 8, which is much smaller than

the vapor thick‘mess, b. The axial velocity is zero on this boundary. That is,
; @y=0, =0 8)

In order to assiign boundary conditions for the vertical velocity and temperature,
the liquid—vap?r interface boundary is divided to three regions. At the evapora-

tion zone the‘input heat flux, g, is a given parameter and the input flow is
approximated as
pv=m=q/H,(T) ©

In the above equation, Hj, is the heat of vaporization and conduction in the liquid
layer is ignored. The temperature is assumed to be the saturation temperature of
the liquid corresponding to the system pressure. That is

T =T.(p) (10)
In the adiabatic zone the boundary conditions are
arTr
=0 —=0
v 3 (11)

In the condensation zone the temperature, T,, is a given parameter and the
output flow is approximated as

T-T,
) (1)
Hfg(T)
T= T.(p) (13)
where k.q is the effective conductivity of the liquid layer.

v =rm= k—eq(
pv= 8

3. SOLUTION METHOD

Equations (1) to (5) are five equations for five unknowns, namely, p, u, v, T and
p- The boundary conditions associated with these equations are Egs. (6) to (13).
The boundary conditions on the vapor-liquid interface depend on the pressure
and pressure is not available on the boundaries. However, in the numerical
method described below, the pressure does not need to be specified on the
boundaries. The method used here is based on the SIMPLE method described by
Patankar (1980). In this method all the variables are not calculated for the same
grid points. The staggered grid is shown in Figure 3. The velocity components are
calculated for the points that lie on the faces of the control volumes. The
locations for u and v are shown by short arrows in the figure. The other
dependent variables, namely p, T and p, are calculated for the main grid points
shown by small circles. The time dependent terms in the governing equations
were discretisized using the backward Euler method while the power law scheme
was used for differencing the convective terms.

The algorithm for calculation is the following: The pressure is assumed to be

;'

l,

FIGURE 3 Staggered g1

composed of two parts

where p(t) is the space ¢
variation of the pressu
equations are solved fo
density, p, from the last
used in momentum equ
velocity fields and p will

The energy equation
density from the equati
need the absolute valu:
calculate the absolute p:

The increase in the tota

where m,, and m,,, are
found from the boundz
yield

(r;,

Thus, Eq. (17) is used t

4. RESULTS

The computational pro
tions were done for se:




-hich is much smaller than
s boundary. That is,

®)

velocity and temperature,
regions. At the evapora-
er and the input fiow js

©®

d conduction in the liquid
saturation temperature of

(10)

(11)

jiven parameter and the

(12)

(13)

s, namely, p, u, v, T and
ons are Egs. (6) to (13).
depend on the pressure
~ever, in the numerical
to be specified on the
LE method described by
t calculated for the same
velocity components are
2 control volumes. The
1 the figure. The other
for the main grid points
the governing equations
le the power law scheme

-essure is assumed to be

HEAT PIPE VAPOR DYNAMICS 89

FIGURE 3 Staggered grid. —» locations for u, 1 locations for v, ° locations for p, T and p.

composed of two parts
pix,y, )=p() +p(x, y,1) (14)

where p(t) is the space averaged system pressure and p(x, y, t) includes the space
variation of the pressure. Assuming a pressure distribution, the momentum
equations are solved for u and v. Then using the continuity equation and the
density, p, from the last iteration on temperature, the pressure is corrected to be
used in momentum equations again. Upon accomplishing these iterations, the
velocity fields and j will be found.

The energy equation is then solved for temperature. In order to calculate
density from the equation of state and to evaluate the boundary conditions, we
need the absolute value of the pressure term. Global mass balance is used to
calculate the absolute pressure. The total mass, m, is related to the pressure by

p
= dv = f —dV 15
m L P URT (135)
The increase in the total mass in one time step is
m(t + At) —m(t) = (in = Mow) At (16)

where ri;, and 1o, are the input and output mass fluxes, respectively, and are
found from the boundary conditions. Equations (15) and (16) are combined to

yield

. - - P ll+Al P Ix ]
(min mout) Ar= IV [RT Il+Al RT |’ dv (17)

Thus, Eq. (17) is used to evaluate the absolute pressure of the system.

4. RESULTS

The computational procedure described above was implemented and computa-
tions were done for several evaporator heat fluxes for water as a working fluid.
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Unfortunately, there is no experimental data available to compare the computa-
tional results. The pipe dimensions used in the calculations were b =2.5 cm and
L =3b, and the computational grid spacings were Ax =0.1 and Ay =0.05. The
temperature and pressure variations, and consequently, the density variation,
were found to be quite small inside the pipe. This is expected of systems in which
condensation occurs without a non-condensible gas. Steady state results are
shown in Figures 4,5 and 6. The steady state was assumed to be reached when
the relative change of all variables within a time step was less than 0.5%. Figures
4 show the axial velocity profiles at different axial cross sections along the pipe,
for low input heat flux, Figure 4(a), and for high input heat flux, Figure 4(b)
The flow stream lines for these two cases are shown schematically in Figures 5.
When the input heat flux is relatively low, the evaporation rate is low and the
vapor flows smoothly towards the condensation region (Figures 4(a) and 5(a)).
However, with high input heat flux the evaporation rate is high, the vapor is
ejected with a high momentum from the evaporator and condenses at a high rate
at condenser. This high momentum flow at two ends of the adiabatic section
causes a circulation flow in this region. That is, on the adiabatic surface there is a
reverse flow. In addition, in the condensation region the high momentum vapor
flow impacts the rigid end wall, returns and then condenses in the liquid region.
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FIGURE 4 Axial velocity profiles, (a) low input heat flux (Re=1.0), (b) high input heat flux
(Re = 1000).
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Qout

91

This return flow is shown in Figures 4(b) and 5(b). The vertical velocity profiles
for different vertical cross sections are shown in Figure 6. The fiow is clearly

two-dimensional.

Reverse flow in heat pipes with high input heat flux is both physically and
mathematically valid. Further, Galaktionov and Trukhanova (1985) observed a
reverse flow in the gas-controlled heat pipe. The reversed flow solution in the
paper was obtained by using the solution for a low input heat flux (no reverse
flow) as an initial condition then raised the input heat flux at the evaporator. It
has been shown by Serrin (1959) that the Navier—Stokes equations have a unique
solution if they are considered as an initial value problem. Therefore the reversed

fiow is both unique and a valid solution for a high input heat flux.
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FIGURE 7 Axial velocity profile at different time steps. O-Initial profile st =0), 1-t=107*,
2-1=-25x%x10"3,3-¢=1072, 4-steady state (r=2.5 % 102) where 1 =ta/b*.

Transient behavior of vapor flow was studied using a steady state solution as
the initial condition for different input parameters. As an example, Figure 7
shows the axial velocity profile at the middle of the pipe, x/L = 1.5, at different

time steps. Curve 0 on this figure is the steady state solution for Re = 100, where
Reynolds number is defined as

and r;, is the input mass flux. Curves 1 to 4 show this velocity profile at different
time steps after a sudden increase in input heat flux for Re = 200. At the outset,
the increase in input heat flux overcomes the reverse flow, see curve 1. As the
velocity profile develops with time, the steady state profile, curve 4, shows a
higher reverse flow at the liquid-vapor interface.

5. CONCLUSIONS

The dynamic behavior of the vapor flow in heat pipes was studied for transient
operations. Although the solution is presented for Cartesian coordinates, the
computational code can be easily modified for the circular heat pipes. Interesting
phenomena have been detected in the adiabatic and condensation regions. In
these sections high input heat flux may cause a reverse flow. The inverse flow
means the negative shear force on the wick structure. Here one must wonder how
relevant the entrainment limit is. Further, in transient operations the shear force
at one location may change sign. Detailed information on shear force is needed
for design purposes, and this needs a proper two-dimensional analysis.
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NOMENCLATURE

b Channel width

o Specific heat

Hy Latent heat

k Conductivity

ke Effective conductivity of liquid layer
L Channel length

m Total mass

m Mass flux

m;, Input mass flux

My Output mass flux

P Pressure

p Average pressure

p Pressure deviation from the averaged pressure
Pr Prandti number

q Input heat flux

R Gas constant

Re Reynolds number

t Time

T Temperature

T. Condenser temperature
T.. Saturation temperature
u Axial velocity

v Vertical velocity

v Volume

x Axial coordinate

y . Vertical coordinate

] Liquid layer thickness
a Thermal diffusivity

u Viscosity

p Density

T Fourier number
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