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Abstract Tungsten is now a primary candidate for plasma
facing components in fusion energy systems because of its
numerous superior thermophysical properties. International
efforts are currently focused on the development of tung-
sten surfaces that can intercept ionized plasma and pulsed
high heat flux in magnetic fusion confinement devices. Ther-
mal shock under transient operating conditions, such as edge
localized modes, have experimentally been shown to lead to
severe surface and sub-surface damage. We present here a
computational multiphysics model to determine the relation-
ship between the thermomechanical loading conditions and
the onset of damage and failure of tungsten surfaces. The
model is based on thermo-elasto-plasticity constitutive rela-
tions, and is developed within the framework of the phase-
field method. A coupled set of partial differential equations
is solved for the temperature, displacement, and a damage
phase fields under severe plasma transient loads. The results
clearly show the initiation and propagation of surface and
sub-surface cracks as a result of the transient high heat flux.
The severity of surface cracking is found to correlate pri-
marily with the magnitude of the near-surface temperature
gradient.
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1 Introduction

Divertors in fusion reactors are subjected to transient plasma
events characterized by high thermal energy for short dura-
tions. Edge localized modes, or ELMs for short, are plasma
events that result from disruption of the normal operation of
current fusion energy devices. These events are expected to
be present in devices that are under construction, such as the
International Thermonuclear Experimental Reactor (ITER),
that is being built in France. ELMs are highly nonlinear mag-
netohydrodynamic events that are accompanied by high ther-
mal energy (3–10 % of the core thermal energy). Typical
surface energy densities in each event fall between 0.1 and
0.5 MJ/m2 for the Joint European Torus and between 1 and
5 MJ/m2 for the ITER [12]. The duration of these events is
relatively short, usually between 0.1 and 1 ms. Several recent
experiments, e.g. [2,11,17], have shown that the damage in
the surface region and inside the tungsten material is largely
controlled by the severity of plasma or high heat flux tran-
sients. This thermomechanical damage may lead to the deg-
radation of the thermophysical properties of tungsten.

Tungsten is also used extensively in many space electric
propulsion applications, such as in hollow cathodes in ion
and Hall thrusters, or in acceleration grids, where the operat-
ing temperature is around 1,453 K [5]. Intermittent operation
of space electric propulsion systems induce severe thermo-
mechanical loading conditions as a result of plasma ion bom-
bardment, that can lead to progressive damage accumulation
in cathodes or acceleration grids.

The objective of this work is to develop a multiphysics
computational model and a modeling tool that is capable of
simulating the damage in tungsten surface, manifested by
cracks, under severe transient heating conditions similar to
those expected in fusion energy and space electric propul-
sion systems. The multiphysics model, which has new and
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unique features of combining a phase-field formulation with
elastoplasticity and transient heat conduction is presented
next. In Sect. 3, we study the case of a heat load of 1 MJ/m2

in order to assess the model. In Sect. 4, we implement the
formulation on a two-dimensional polycrystalline tungsten,
where we study two different heat loads of 1 and 0.1 MJ/m2.
Finally, in Sect. 5 we give our conclusions and final remarks.

2 Phase-field method

Recently, the phase-field methodology has been extended and
applied to studies of fracture phenomena as an alternative to
detailed front tracking of fractured solids. Such approach
has the natural attractiveness of describing the evolution of
a “field” quantity representing fracture damage, which can
be incorporated in other field descriptions of interacting phe-
nomena. Thus, it provides a powerful and flexible framework
for studies of complex fracture damage evolution in materials
subjected to arbitrarily complex mechanical or thermal load-
ing. Examples of the use of the phase-field method (PFM)
in fracture problems can be found in literature, for example
in [3,9,10,13,16]. The general idea of phase-field modeling
is to introduce an additional field variable (an order parame-
ter φ) that describes the state of the system. This parameter
takes the values of 0 and 1, which corresponds to fractured
and un-fractured states, respectively. Thus, the parameter can
be regarded as a “material continuity” field. The key issue
in phase-field problems is the formulation of a free energy
functional of the system, which by means of variational prin-
ciples, results in partial differential equations that are used
to calculate the system variables, including the phase-field
parameter. A general form of the free energy that may rep-
resents many physical systems is [15]:

E[φ, T ] =
∫

V

{
1

2
|Wo∇φ|2 + f (φ(x), T (x))

}
dV (1)

The previous equation is referred to as the Ginzburg–Landau
or the Cahn–Hilliard free energy, and it serves as the start-
ing point for the modeling of different phenomena using the
PFM [15].

Here, we start with an energy functional formulation sim-
ilar to [10], namely:

E {φ(x), u(x)} =
∫

�

{
1

2
(φ2 + η)ε(u) : [Cε(u)]

+γc

(
ε|∇φ|2 + (1 − φ)2

4ε

)}
d� (2)

where ε (mm) and γc (N/mm) are the width of the process
zone and the fracture surface energy, respectively. u (mm),
ε, and C (N/mm2), are the displacement, strain and elas-

tic moduli, respectively. The first term in the energy func-
tional represents the elastic energy of the system. However,
to account for the loss of material when a crack occurs, the
elastic energy is multiplied by a degradation term, (φ2 + η),
where η is a residual stiffness term, to simulate the energy of
fractured areas that has φ equals to 0. The second term in the
energy equation represents the surface energy of a crack. In
the following paragraphs, we extend this model by including
two critical aspects of damage physics, which are the thermal
field and residual stresses induced by plasticity.

In this work, we are interested in the effects of thermal heat
transients on material damage. The previous energy func-
tional must then be modified to include thermal loads. In
order to determine the values of residual stresses in the mate-
rial, plasticity must also be included in the phase-field for-
mulation. First, the strain energy is expressed as:

e =
∫

ε

σi j dε
e
i j = Ci jkl

∫

ε

εe
kldε

e
i j = 1

2
Ci jklε

e
klε

e
i j (3)

= 1

2
Ci jkl(εkl − ε

p
kl − αT δkl)(εi j − ε

p
i j − αT δi j ) (4)

where ε, εp, and εe are the total, plastic, and elastic strains,
respectively. T is the temperature and α is the coefficient of
thermal expansion. Here, we used the assumption of small
strains, so that the additive decomposition of the total strain
into elastic and plastic parts is allowed. For isotropic mate-
rials, the elastic stiffness tensor can be expressed in terms of
the Lamé constants, λ and μ, as:

Ci jkl = λδi jδkl + μ(δikδ jl + δilδ jk) (5)

the full form of the strain energy, in the two-dimensional
case, becomes:

e = λ

2
(ε2

i i + ε
p
i i

2
)+ μ(εi jεi j + ε

p
i jε

p
i j )− (λ+ 2μ)εi jε

p
i j

+2(λ+ μ)αT
(
αT − (εi i − ε

p
ii )

)
(6)

and the total free energy of the system is:

E
{
φ(x), u(x), εp(x), T (x)

} =
∫

�

ψ
(
φ, u, εp, T

)
d� (7)

with the energy density expressed as:

ψ
{
φ(x), u(x), εp(x), T (x)

} = 1

2
(φ2 + η)e(u, εp, T )

+γc

(
(1 − φ)2

4ε
+ ε|∇φ|2

)
(8)
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By means of variational principles, evolution and equilibrium
equations for the field variables are obtained as follows:

δψ

δφ
= −2εγc∇2φ + φe(u, εp, T )+ γc

2ε
(φ − 1)

= − φ̇

M
(9)

δψ

δu
= (λ+ μ)[(φ2 + η)u j, j ],i + μ[(φ2 + η)ui, j ], j (10)

−α(λ+ μ)[(φ2 + η)T ],i
+(λ+ 2μ)[(φ2 + η)ε

p
i j ], j = 0 (11)

δψ

δT
= (λ+ μ)α(α2 + η)[2αT − ui,i ] = 0 (12)

where M (m2/(N s)) is the mobility. Equation (9) is based
on Langevin dynamics, and it acts as an evolution equation
for the phase-field parameter φ. The next equation is simi-
lar to the familiar Navier’s equation for equilibrium in linear
elasticity, except that it has the thermal and plastic contri-
butions acting as a body force. Also, it has the degradation
term (φ2 + η), which acts as a modified constitutive param-
eter and accounts for fracture. The last equation states that
thermal expansion is equal to the volumetric strain, and this
has to be satisfied by the solution.

Since the plastic strain is now an additional internal var-
iable, a constitutive equation has to be added to the previ-
ous formulation. Here, we use the Prandtl–Reuss incremental
plasticity formulation which states [8]:

dεp
i j = Si j dλ (13)

where Si j and σm are the deviatoric and mean stresses,
respectively, and are defined as:

Si j = σi j − δi jσm, σm = 1

2
(σ1 + σ2) (14)

dλ can be obtained by assuming strain hardening:

dλ = 3

2

dσe

Hσe
(15)

thus, the plastic strain increments are now calculated from:

dεp
i j = 3

2

dσe

Hσe
Si j (16)

where H is the slope of the hardening curve, and σe is the
effective stress defined as:

σe =
√
σ 2

1 − σ1σ2 + σ 2
2 (17)

where σ1,2 are the principle stresses.

3 Benchmarking: a single surface crack

Before proceeding to the polycrystalline case, the previ-
ous formulation was implemented on a two-dimensional
(0.16 mm×0.4 mm) slap with an initial single crack and with

Fig. 1 φ versus ε (m)

Fig. 2 φ versus γc (N/m)

no nucleation allowed in order to benchmark the model. In
this preliminary study, we study the case of a heat flux of
0.2 GW/m2 applied for 5 ms, so that the total heat load is
1 MJ/m2. Initially, φ was set to 1 everywhere in the material,
except on the crack where it was set to 0. The thermal bound-
ary conditions were as follows: a heat flux applied on the left
boundary, and a fixed temperature of 450 K was assigned to
the right boundary. An infinite element was attached to the
original geometry in order to simulate semi-infinite medium,
and eliminate boundary effects, just for heat conduction pur-
poses. The mechanical boundary conditions were set free
everywhere except on the right boundary where they were
fixed. This way, the only forces acting on the material are
coming from the applied heat load. In order to understand the
role played by different parameters in the model, three para-
metric studies were conducted where we changed the values
of ε, γc, and M , one at a time, and looked at the values of
φ. The results of the parametric studies are shown in Figs. 1,
2, and 3. In the final simulation, the values of some of the
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Fig. 3 φ versus M (m2/(N s))

Fig. 4 Convergence of the solution using the time dependent solver

parameters that we used were as follows: M = 50 mm2/(N s),
η = 10−5, ε = 1 m.

The model was solved within the framework of the finite
element method with the total simulation time set to 0.1 s and
the time steps to 0.1 ms. Two types of meshes are used, the
first one consists of quadrilateral elements distributed using
a free mesh method, and the second one consists of edge ele-
ments distributed using the boundary element method. The
total number of mesh elements is 6,807 element, with an
average element quality of 0.3244 (the quality of an element
is a value between 0 and 1, where 0.0 represents a degen-
erated element and 1.0 represents a completely symmetric
element). The time dependent solver used segregated steps
that allow splitting the total solution into sub-steps to solve
for each of the variables first. Each of the segregated steps,
uses a parallel sparse direct linear solver called MUMPS
(MUltifrontal Massively Parallel sparse direct Solver) that
works on general systems on the form of:

Ax = b (18)

The termination of the segregated step was based on the esti-
mated error, so that it terminates if, for all the groups j , the
error estimate is smaller than the corresponding tolerance,
i.e.:

error j,k < tol j (19)

where k is the iteration number. A backward differentiation
formulas (BDF) are used for time stepping, and the steps
taken by the solver are free to be determined by the solver.
The BDF takes the general form [1]:

s∑
i=0

αi yn+i = hβ f (tn+s, yn+s) (20)

where h denotes the step size, and the coefficient α and β
were chosen by the program. The maximum and minimum
orders of the BDF method were set to 2 and 1, respectively.
The total number of degrees of freedom solved for in the

(a) (b)

Fig. 5 Distribution of the phase-field parameter φ, Q = 1 MJ/m2
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Fig. 6 Distribution of the phase-field parameter s [10]

Fig. 7 Snapshots of the values of φ for Q = 1 MJ/m2

Fig. 8 Evolution of surface temperature for Q = 1 MJ/m2

model are 157,451 degrees of freedom. Figure 4 shows the
evolution of the reciprocal of the step size as a measure of
the convergence of the solution.

The initial and final distribution of φ in the material are
shown in Fig. 5a, and b, respectively. These results are similar

Fig. 9 Stresses at a point near the crack tip with and without the effect
of plasticity

to the results obtained by Kuhn in [10] under pure mechan-
ical loading (Fig. 6). Another way to visualize the opening
of the crack, is to look at the values of the order parameter φ
across the material, at different time instances. This is given
in Fig. 7. For the heat flux and duration used in this simula-
tion, the temperature reached a maximum value of 1,100 K
(Fig. 8) at the surface of the tungsten material.

In Fig. 9, normal and shear stresses are plotted at a
point near the crack tip, where plastic deformation is also
accounted for. Several observations can be deduced from the
graph. First, the value of the stresses when plasticity was
included is much lower than its counterpart without the plas-
ticity. Second, after some initial fluctuations, with the plas-
ticity added, the stresses reach a plateau that seems to stay
at a constant value. This plateau is the residual stresses that
remain in the material, even after the removal of the applied
load (switching-off the heat flux in this case). The same argu-
ment is not true in the case when plasticity was not included,
as the stresses are decreasing and will asymptotically reach
zero. Finally, The distribution of stresses and strains in tung-
sten are given in Fig. 10.
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(a) (b)

(c) (d)

(e) (f)

Fig. 10 Stress and strain distribution in the deformed tungsten, Q = 1 MJ/m2 at t = 1 ms
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Fig. 11 Mixed quadrilateral and boundary element meshes for the
tungsten material

4 Fracture damage of polycrystalline tungsten under
thermal shock

The previous multiphysics model was implemented on poly-
crystalline tungsten to study the effect of the thermal loads
on inter-granular crack formation. The modeled geometry
was a two-dimensional (7 mm×6 mm) block. The method
of Voronoi diagrams was used to divide the geometry into
a random number of grains with different sizes and orienta-
tions. Figure 11 shows the mixed quadrilateral and boundary
layer meshes used in the simulation. The constitutive and
physical parameters for tungsten were all chosen as a func-
tion of temperature, to allow them to vary with the change
in temperature. The boundary conditions were similar to the
case of the slap but with different values for the heat fluxes
used. The initial conditions were set similar to the slap case,

(a) (b)

(c) (d)

Fig. 12 Snapshots of the distribution of the phase-field parameter φ, Q = 1 MJ/m2
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(a) (b)

(d)(c)

Fig. 13 Snapshots of the distribution of the phase-field parameter φ, Q = 0.1 MJ/m2

except that we added additional constraints on grain bound-
aries to allow for nucleation of new cracks. These constraints
are based upon the Griffith criterion which states that crack
initiation will take place inside a material when the energy
release rate reaches a value greater than the material surface
energy. The Griffith criterion is expressed as [6]:

G ≥ 2γc (21)

The surface energy for tungsten used in this study is
2.5 N/m [7]. Two cases with different heat fluxes of 1 and
0.1 GW/m2, both applied for a duration of 1 ms, were stud-
ied. These selected values resemble conditions expected in
ITER during ELM transient loads. Figure 12 shows snap-
shots of the distribution of the phase-field parameter φ for
the case when Q = 1 MJ/m2. The snapshots show the pro-
gression of the opening of cracks. In that case, cracks have

propagated to deep distances inside the material. This is not
the case when the heat load was 0.1 MJ/m2, as can be seen in
Fig. 13 that cracks didn’t propagate at the high depth inside
the material. The peak values of temperature for the two per-
vious cases are different as shown in Fig. 14. For the severe
transient case, the temperature reached a value of 2,200 K.
This temperature is much higher than the peak value reached
in the case of the slap, even though both cases were subjected
to same heat load. However, since the duration of the heat
flux was different, and the heat flux value was also different,
the peak values ended up being not the same, even for the
same heat load. This shows that the duration of the heat flux
can play a role in determining the temperature profile inside
the material, which in turn affects the damage. The differ-
ence in the depth of cracks is due to the heat flux and the
temperature gradient developed inside the material. Figure
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Fig. 14 Evolution of surface temperature for two transient heat loads
typical of ELMS in fusion energy devices

Fig. 15 The temperature gradient (K/μm) for different heat loads at
t = 1 ms

15 shows that in the case of higher heat load, the temperature
gradient reaches a value around 6 K/μm, while in the other
case the temperature gradient was 0.25 K/μm.

5 Conclusions

Transient heat loads in fusion and space electric pro-
pulsion systems are characterized with large values of
energies applied for a short duration. Surface and inter-gran-
ular cracks appear as the outcome of these thermal shock
events. We developed here a mathematical model based on
the method of phase-field to study crack propagation and
nucleation under these severe operating conditions similar to
the ones expected in ITER. The model combines thermo-el-
asto-plasticity, a crack damage criterion, and thermal conduc-

tion, and was developed and implemented within the finite
element framework.

First, a two-dimensional block with an initial crack was
studied to validate the model. A heat load of 1 MJ/m2 that
was applied for 5 ms was studied. The results showed dif-
ferent aspects of the model, such as the effect of different
parameters on the values of φ, and the crack profile for dif-
ferent time instances. Some of the results were directly com-
pared to a similar model found in literature. The model also
showed that residual stresses remain present in the material.
This may help to formulate the design rules for future fusion
reactors.

Next, the model was implemented on a polycrystalline
tungsten, with the possibility of the nucleation of new cracks.
The Griffith energy criterion was employed for determining
crack initiation. Two heat loads of 1 and 0.1 MJ/m2, both
applied for 1 ms, were tested. The results showed a differ-
ence between crack propagation depth for the two cases. This
difference is explained by looking at the difference in the
temperature gradient that was developed in the material for
the two cases. When the temperature gradient in tungsten
reached a value of 6 K/µm, cracks propagated to deeper dis-
tances from the surface as compared to a value of 0.25 K/µm.
It was also concluded from the simulations that the temper-
ature has a clear effect at, and close to the surface of the
material on the crack opening displacement. Also two heat
loads can have different effects on the material, if they were
applied for different time periods, such that their heat fluxes
are different. In general, the results are found to be in good
agreement with the observed experiments, e.g. [4,14], and
the developed model opens the door for more complex stud-
ies and analyses.
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