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A Kinetic Rate Model Simulation of the Initial Stages of Thin Film Nucleation and Growth Under Low-Energy Particle Bombardment
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The initial stages of thin film formation under low-energy particle bombardment are modeled by a system of kinetic rate equations which describe atomic clustering phenomena. Specifically, a set of discrete kinetic rate equations, used to model small atomic clusters, is coupled to a set of kinetic moment equations which describe the size distribution function of large atomic clusters. These moments are derived from a Fokker-Planck equation which is an equivalent continuum limit of the discrete kinetic clustering equations.

Cluster growth and decay are assumed to proceed via single-particle transitions. The model incorporates aggregation, desorption, and direct impingement...
processes, and growth behavior is investigated as a function of cluster size. Low-energy particle-surface interactions and their impact on the growing film are studied by modeling surface defect production, cluster dissociation, and sputtering mechanisms. Coalescence reactions are not considered, thus the model is only valid for the early stages of nucleation and growth.

A sensitivity analysis, which assesses the influence of important model parameters on the computational results, demonstrates the strength of the modeling approach. Thermal particle deposition studies compare favorably with analytical solutions and experimental measurements, and are also used to study the role of pre-existing surface defects on the nucleation kinetics. Energetic particle deposition studies illustrate the influence of surface defect production and cluster dissociation on the early stages of thin film formation.

Results from this statistical approach demonstrate that the model describes the major features of the initial stages of thin film nucleation and growth. Only a few equations are needed to model simple atomic clustering, the total number not being dictated by the size of the largest cluster. Energetic particle deposition is shown to be remarkably different from thermal particle deposition as exemplified by the differences in calculated size distributions and nucleation kinetics. One of the novel features of this type of modeling approach is that it provides unique information about the cluster size distribution that might help experimentalists measure new kinetic clustering parameters.
Chapter 1

Introduction

A number of energetic particle deposition processes are currently being used for surface modification and thin film production purposes. These processes use a high vacuum system to condense superthermal free particles onto a host substrate material, or alternatively, stimulate the deposition process by some means of energetic particle bombardment. As a result, energetic deposition techniques can influence film growth with a variety of synergistic effects that are absent during thermal deposition [1]. These effects impact both the substrate and the growing film, and include such physical mechanisms as sputtering, implantation, reflection, defect production, collisional mixing, and heating. If a plasma assists the deposition, the nature and chemistry of the deposited species can also be changed. Consequently, thin film formation with energetic particle bombardment is fundamentally different from atomistic deposition processes involving only thermal particles.

Energetic ions have been used in a variety of deposition applications. Ion-beam deposition systems deposit ionized material directly onto a surface. Similar to ion-beam deposition is ionized cluster-beam deposition, in which a cluster of atoms is ionized and accelerated toward a substrate. Upon impact on the substrate, the cluster dissociates into individual atoms. In ion-beam sputtering deposition
(IBSD), an ion beam is used to sputter a solid target; these sputtered target atoms then modify the surface to be processed. Reactive ion-beam sputtering deposition is similar in principle to IBSD, but reactive molecules are introduced during the deposition process, either in the ion beam or in the gaseous phase. Dual-beam sputtering deposition is also similar to IBSD; however, an additional ion beam is used to directly bombard the growing film. An excellent review of these ion-beam processes and their applications can be found in Reference [2].

Energetic particle deposition methods which use plasmas include radio frequency (RF) bias sputtering, magnetron sputtering, triode sputtering, ion plating, activated reactive evaporation, and plasma-enhanced chemical vapor deposition [3]. These plasma processing technologies have significantly enhanced the semiconductor fabrication industry [4]. Additionally, investigations of the surface modification of materials by plasma bombardment have been performed in order to develop plasma-interactive components for fusion reactor systems [5,6,7].

The high energies of the bombarding species actually damage a surface by creating near-surface defects and partially destroying a growing film. Nonetheless, numerous benefits of energetic particle deposition processes manifest themselves in the final surface characteristics of the produced film. The surface mobility of energetic atoms is higher than corresponding thermal deposition techniques; thus, epitaxial films can be produced at lower substrate temperatures. Superior coating adhesion is also achieved because of ion-beam mixing at the film-substrate interface. From an industrial point of view, such processes alter the mechanical, chemical, electrical, optical, and tribological features of a surface [8]. The surfaces created can have high wear and corrosion resistance, reduced friction, improved fatigue performance, good adhesive properties, hard diamond-like characteristics, and desirable electrical and optical features.
From an engineering perspective, the energetic particle deposition problem is fundamentally related to the erosion and redeposition phenomena present in magnetic fusion devices. Magnetic fusion reactors generate power by using magnetic fields to confine an energetic plasma in a toroidal vacuum chamber. Since this confinement is not perfect, the plasma can escape and interact with the vacuum chamber, resulting in sputtering and erosion of the inner wall surface. Sputtered wall atoms can be ionized in the plasma edge and then transported along the magnetic field lines back to the eroded wall regions. Consequently, the net erosion rate, i.e., sputtering minus redeposition, must be analyzed to choose the proper surface materials for plasma-interactive components. From this standpoint, the redeposition phenomena can be studied as an energetic particle deposition process.

Reviews of previous atomistic deposition studies have tried to assess the nucleation and growth of thin films prepared by thermal deposition methods [9,10]. Theoretical models of thermal deposition have shown consistency with experimental observations of nucleation and growth. Various assumptions must invariably be made to simplify the computational task and thus, models of varying degrees of complexity have been proposed. In complicated experimental procedures, thin film synthesis has often been considered a black art [11]; nonetheless, the theoretical attempts at modeling thermal particle deposition have helped in clarifying the relationships between atomistic processes and the macroscopic properties of thin films.

For energetic particle deposition processes, one needs to assess the impact of low-energy (e.g., ≤ 300 eV) neutral and charged particle species on a growing film, as well as the impact of energetic clusters. The physical understanding of low-energy plasma-surface interactions will play a vital role in fusion reactor design and engineering, due to the important coupling between plasma-edge processes and the
properties of the confined core plasma. Ion scattering measurement experiments have been developed for the analysis of well-characterized noble gas and metal ion beams over the energy range of 20 to 10,000 eV [12], which should provide insight into particle-surface interactions over energy ranges of interest in energetic particle deposition studies. Nonetheless, comprehensive theoretical treatments on the influence of low-energy particle-surface interactions on the initial stages of thin film formation have not yet developed to the author's knowledge.

The purpose of this dissertation is to develop a comprehensive theoretical model to investigate the initial stages of thin film nucleation and growth under low-energy particle bombardment. Fundamental atomic processes will be identified and described by a set of kinetic rate equations which can be solved to yield information about the resultant thin film growth kinetics and structure. Such a study should assist in the design of deposition processes to produce desired surface characteristics, as well as provide insight into the redeposition phenomena which can enhance component lifetimes in magnetic fusion reactors. Important atomistic processes can be identified and thus related to macroscopic surface features.

Chapter 2 focuses on a brief review of previous experimental and theoretical studies of thin film formation. Distinctions are made between thermal and energetic particle depositions. Chapter 3 provides a general discussion of the important kinetic processes and basic temporal stages which characterize thin film growth. These concepts are used in Chapter 4 to develop a kinetic model which describes the early stages of thin film formation under low-energy particle bombardment. A sensitivity analysis is performed in Chapter 5 to assess the influence of important model parameters on the computational results. The model is then used in Chapter 6 to study thermal particle deposition phenomena, while Chapter 7 concentrates on energetic particle effects. Results from these simulations are
used to draw conclusions about the influence of low-energy particle bombardment on the initial stages of thin film growth.
Chapter 2

Previous Studies of Thin Film Formation

Over the past few decades, advances in science and technology have led to progressively more detailed experimental and theoretical investigations of thin film formation. Improvements in vacuum technology, deposition systems, and in-situ diagnostic techniques have given experimentalists a means of producing a wide variety of films with well-characterized structures. Simple analytical theories of thin film formation have been supplemented by more sophisticated numerical models with the advent of high speed computers. Together, these experimental and theoretical studies have provided valuable insight in understanding the features of thin solid films.

2.1 Thermal Deposition Studies

2.1.1 Thermal Deposition Experiments

The experimental literature on the nucleation and growth of thin films is so vast that a really thorough summary is beyond the scope of this dissertation. References [10] and [13] provide earlier reviews of these studies. Consequently, this Section will focus on recent developments in the field.
To demonstrate the basic concepts of thin film formation, Donohoe and Robins' classical nucleation experiment [14] will be discussed. In this experiment, gold atoms were deposited at a constant rate onto a freshly cleaved NaCl substrate held at a fixed temperature. The experiment was performed in an ultra-high vacuum environment to ensure that only pure Au atoms impinged on the NaCl with thermal energies. The experimental procedure consisted of making a series of deposits of different time durations under the same conditions of deposition rate and substrate temperature. High-resolution transmission electron microscopy was used to determine the number density of Au nuclei present in each deposit. Figure 2.1 displays a series of these electron micrographs obtained with a deposition rate of $10^{13}$ atoms/cm$^2$/sec at 250°C. Evaluation of these micrographs reveals the dependence of the number of nuclei upon time, as shown in Figure 2.2.

Figure 2.1 indicates that the nucleation of Au on NaCl is primarily a homogeneous process. Where the spatial distribution is quite obviously nonrandom, as in the case of the various straight lines of clusters in micrographs (a) – (d), it is clear that heterogeneous nucleation is occurring at cleavage steps on the NaCl substrate. Figure 2.2 indicates that the density of nuclei passes through a maximum and then decreases slowly over time. This behavior has been attributed to clusters coalescing with each other. At the time of this maximum density, the gold clusters are approximately 150 Å in diameter. The increase in the density (short time scale) corresponds to the end of the nucleation stage, while the eventual decline (long time scale) represents the coalescence stage. From these experiments, the nucleation rate, the saturation concentration, and the cluster size can be measured as a function of time, substrate temperature, and deposition rate. These results can be understood quite well in terms of a kinetic theory of cluster growth, and lead to a deeper understanding of the physics associated with
Figure 2.1. Electron micrographs of Au deposits on NaCl formed with a deposition rate of $10^{13}$ atoms/cm$^2$/sec, a substrate temperature of 250°C, and deposition times of (a) 0.5, (b) 1.5, (c) 4, (d) 8, (e) 10, (f) 15, (g) 30, and (h) 85 minutes. From Reference [14].
Figure 2.2. Number density of nuclei versus deposition time, plotted on two time scales, for Au deposited on NaCl at a deposition rate of $10^{13}$ atoms/cm$^2$/sec and a substrate temperature of 250°C. From Reference [14].

the initial stages of growth.

Although such nucleation experiments may seem easy to perform, it should be noted that the direct observation of very small clusters is not a trivial problem. Various diagnostic tools have been developed [9] to quantitatively study the nucleation and growth of thin films; however, each has its advantages and limitations. Mass spectrometry is a powerful way of measuring the total number of atoms condensed as a function of time, adsorption stay times, and adsorption energies. Wagner and Voorhoeve [15] used mass spectrometry to study the growth of Cd on clean W substrates. They discovered that the Cd-W system is a case of layer-by-layer growth where the adsorption energy decreases by a factor of two within the first 3 or 4 monolayers to the bulk Cd value. Voorhoeve and Wagner [16] also used mass spectrometry to study the influence of monolayer quantities
of hydrogen and oxygen on the Cd-W system. Although hydrogen had no effect, less than a monolayer of oxygen was able to act as a nucleation barrier, strongly reducing the Cd growth rate.

Field ion microscopy (FIM) can be used for the direct observation of condensation, as well as subsequent diffusion, desorption, and possible cluster formation. The main drawback to the method is that the area under examination is severely restricted, hence limiting the utility of the method. Nonetheless, several refractory metal systems have been examined with this technique. Using FIM, the migration and interactions of Ta, Mo, W, Re, Ir, and Pt on W have been studied \[17,18,19,20,21\]. FIM has also been used to study epitaxy of the first layers of Pd, Pt, Rh, and Ir on Ir and Rh over a wide temperature range \[22\].

Those stages of condensation in which coherent layers or extended clusters have already been formed can easily be observed by transmission electron microscopy (TEM). TEM has been successfully used to study the deposition of noble metals on alkali halides \[14,23,24,25,26\] and other insulators \[27,28,29\], the growth of semiconductor layers \[30,31\], and the condensation of rare gas crystals \[32\]. Although TEM can be used to obtain information about the density and sizes of stable clusters, it cannot be used to determine single-atom densities or adsorption times.

From an experimental point of view, the saturation density (i.e., maximum number) of growing clusters is much easier to measure than the detailed time development of the number of nuclei. The first in-situ observations on the growth of thin films deposited in an electron microscope were reported by McLauchlan \[33\] in 1950. In this study, Ag, Au, Cd, and Zn were deposited on amorphous substrates held at room temperature or slightly above. A sudden appearance of many nuclei, which in time grew, was observed. It was concluded that high
nucleation rates caused the nuclei density to saturate very quickly. Using an improved experimental configuration, Poppa [34] used in-situ electron microscopy to study the heterogeneous nucleation of Bi and Ag on amorphous SiO and carbon substrates. In both the Bi and Ag experiments, Poppa found that the steady state nucleation rate and the saturation density of growing nuclei both increased with an increasing deposition rate or lower substrate temperature, accompanied by a shorter induction time before appreciable nucleation was noticeable. Halpern [35] discovered that the saturation density of growing nuclei depends on the growth rate of cluster “islands” formed initially on the substrate. Matthews [36] observed that the presence of adsorbed impurities on a substrate leads to an increase in the saturation density. This was attributed to a reduced mobility of the deposited species as it encountered impurities, and the consequent decrease in its effective diffusion length.

Several recent experimental studies have focused on the early stages of nucleation and growth of metal clusters [37,38,39,40,41,42]. It is generally observed that the cluster size varies about an average value which increases with the amount of deposited material. Chapon and Henry [43] and Donohoe and Robins [14] have demonstrated that the migration and coalescence of small-size clusters play a prominent role in cluster nucleation, even at room temperatures. Most of the available experimental evidence shows that nucleation is rapidly dominated by growth of clusters resulting from migration, coalescence, and adatom capture processes.

It is interesting to note that various cluster shapes have been observed in clustering experiments. Hamilton and Logel deposited Ag on amorphous carbon and found that the resulting Ag clusters had a flattened, hemispherical shape[44, 45,46]. Other shapes such as rafts [47], chain-like designs [48], and icosahedral
structures [49] have also been experimentally observed.

Theoretical considerations allow one to predict whether a growing cluster will develop as a 2- or 3-D entity. Let $\Lambda_o$ be the evaporation energy of the adsorbed species, characterizing the binding of the deposited atoms to one another; $E_{des}$ the desorption energy required to separate an adsorbed atom from the substrate; and $E_{diff}$ the diffusion energy which must be expended to move an adsorbed atom from one binding site to another on the substrate. Thermodynamic considerations [50] predict that 3-D clusters form if $\Lambda_o \geq 3 E_{des}$, whereas 2-D clusters form if $\Lambda_o \leq 3 (E_{des} - E_{diff})$. In intermediate cases the growth will be 2-D or 3-D, depending on the geometry of the substrate and film lattices. Sodium deposited onto a tungsten (100) surface has been shown to exhibit 2-D growth over 80 monolayers of film thickness [50]. The gold on NaCl result [14] displayed in Figure 2.1 is a case of pure 3-D cluster growth.

Activation energies also determine the structure of thin films grown on a substrate. It is generally accepted that there are three growth modes possible in the simplest cases where interdiffusion does not occur [51]. In the island growth mode, the condensing atoms are more strongly bound to each other than to the substrate. Island growth is typically important for metals and semiconductors grown on insulators. Layer growth occurs if the condensing atoms are more strongly bound to the substrate than to each other. Layer growth is important in homoepitaxy deposition. The third growth mode is a combination of the layer plus island modes. The general feature of this mode is that virtually any impediment to continuous layer growth results in the formation of islands on top of an intermediate layer. This mixed mode is the rule rather than the exception in heteroepitaxy, and can be expected to be important in semiconductor systems. Figure 2.3 schematically illustrates these three growth modes.
Figure 2.3. Schematic representation of three experimentally observed thin film growth modes.

The advent of new superconducting compounds has recently sparked an interest in multilayer film synthesis. Superconducting Bi-Sr-Ca-Cu-O thin films have been prepared by multilayer deposition from elemental metal sources [52]. Chang et al. [53,54] have also used a multilayer technique for depositing superconducting thin films of $\text{YBa}_2\text{Cu}_3\text{O}_7$ and the non-superconducting $\text{Y}_2\text{BaCuO}_7$ phase. Applications of new and improved superconductor compounds will be determined by how easily they are fabricated into useful forms.

2.1.2 Thermal Deposition Theories

Theoretical studies of thin film formation have been performed in order to predict trends and explain phenomena observed in deposition experiments. Theoretical models of thermal deposition have shown consistency with experimental observations on nucleation and growth, readily predicting measured nucleation rates...
and saturation densities. Moreover, theoretical models also have the capability of simulating the evolution and structure of growing thin films. Because of the many processing and material parameters which can be changed, models which are calibrated for specific experiments can be used to plan measurements in the most important regimes.

Several theoretical studies of the nucleation process have been made. The approaches used are usually classified as either classical [55,56,57], if classical continuum thermodynamics is used, or atomistic [58,59,60,61,62,63] if the interactions between individual atoms are considered. Classical nucleation theory describes the processes involved in terms of thermodynamic, macroscopic variables such as surface tension, heat of evaporation, and the formation energy of the critical nucleus. The question that arises is how much significance one can attribute to such macroscopic variables if they are applied to nuclei consisting of only a few atoms. Atomistic theories are based on microscopic properties such as binding, migration, and desorption energies; aggregation rates; and capture probabilities. Since atomic clustering mechanisms govern the thin film formation process, an atomistic description is the appropriate modeling choice.

In 1924, Frenkel [59] proposed a theory of condensation that made use of only atomic variables. Frenkel thought that the process of condensation could be interpreted by only considering the formation of pairs of atoms. In 1962, Walton [60] used statistical mechanics to develop the first atomistic formulation of nucleation theory. According to Walton's theory, a stable cluster is an agglomeration of atoms with a greater probability to grow than to decay and consisting of at least one more atom than the critical nucleus. Walton's work was concerned primarily with predicting nucleation rates under conditions where an equilibrium population of single atoms initially existed on the substrate.
Zinsmeister [61] extended Frenkel's approach (which included single atoms and atom pairs only) to aggregates of any larger size. In Zinsmeister's work, single atoms arrive at a substrate, remain there for a certain length of time, and have a certain degree of mobility. Collisions occur between the individual atoms, giving rise to the formation of pairs and, by addition of more single atoms, of aggregates of continually higher order. At the same time, these aggregates are also subject to dissociation processes. A series of simultaneous kinetic rate equations was used to describe the density of these aggregate clusters.

In this study [61], Zinsmeister assumes that direct impingement of the depositing species on a growing cluster is negligible. He also neglects the dissociation of large clusters. Assuming that the substrate is covered by a constant single-atom population, Zinsmeister solves rate equations for the aggregate cluster densities by using an asymptotically equivalent expression for the exact solution. In a second study [62], Zinsmeister again neglects direct impingement effects and the dissociation of higher order aggregates; however, the single atom density is now assumed to be time dependent. In order to solve the resulting series of simultaneous rate equations, Zinsmeister has to assume that the adatom capture cross-section of a growing cluster is constant, independent of its size. Solution of these equations reveals that the single atom density changes with time over three distinct regions as follows: (1) linear growth, (2) constant, and (3) \( t^{-1/3} \) decrease. A third study [63], which calculates the size distribution of the aggregate nuclei, shows that increasing the deposition rate or decreasing the value of the aggregation parameter (i.e., the adatom capture cross-section) both lead to higher nuclei densities, but smaller-sized clusters.

A review of previous atomistic studies which have tried to assess the nucleation and growth of thin films prepared by thermal deposition methods can be found in
References [9] and [10]. Lewis [64] directly compared the atomistic and thermodynamic approaches to nucleation theory, concluding that in practical deposition studies, the atomistic model is preferred since the critical nucleus is seldom larger than two atoms. Atomistic theory has also been used to predict the dependence of saturation nucleus density on deposition conditions [58], and comparisons with experimental studies indicate that substrate defects may play a dominant role in the nucleation process [13]. Logan [65] derived expressions for the time required for saturation to occur when (a) atom pairs are stable and no desorption occurs, (b) atom pairs are stable but single atoms can evaporate, and (c) triplets are stable and no desorption occurs.

Studies have also tried to distinguish between the early stages of atomic clustering and the later stages when cluster coalescence is significant. Using a set of generalized Zinsmeister equations, Takeuchi and Kinosita [66,67] modeled the early growth stages of gold deposits on amorphous carbon substrates, determining that at substrate temperatures below 400°C, the film growth is surface diffusion controlled while at higher temperatures it is re-evaporation controlled. Velse and Krohn [68] investigated the early stages by developing a nucleation theory that assumes that nearly all mobile nuclei are captured by immobile clusters. Chakraverty [69] studied the later stages of film growth with an analytical theory that takes into account both effects of direct impingement and coalescence; his results have compared favorably with experimental measurements of cluster size distributions. An atomistic theory for the later stages of the nucleation process indicates that coalescence reactions decrease the density of stable clusters present on the substrate [70]. Coalescence reactions have also been included in a kinetic rate theory used to numerically model the nucleation and growth of In clusters on GaAs [71]. In practice, multilayer film growth will occur after coalescence has
begun, and several studies have focused on this problem [72,73,74].

Several phenomenological models have been used to simulate the structure of thin film deposits. The solid-on-solid (SOS) model has been used to describe the dynamics of crystal growth as well as thin film formation [37,75]. In the SOS model, each site on a simple cubic lattice is either vacant or occupied by a single atom with the requirement that every occupied site be directly above another occupied site, thus excluding “overhangs”. In simple terms, the SOS model describes the structure of a thin film as an array of interacting columns of varying integer heights. Growth or evaporation of the film only involves the “surface atoms” at the tops of these columns. Although the SOS model permits clusters of atoms, surface vacancies, and irregular step structures to exist, the no-overhang restriction becomes increasingly unrealistic at very high temperatures. Moreover, particle impingement effects, energy dissipation, evaporation, and atom incorporation onto the substrate lattice are all idealized in the SOS model since it represents a probabilistic picture of nucleation dynamics. These limitations make the SOS model an unreliable tool in the study of energetic atom deposition.

Structure-zone models have proven very useful in providing an overview of the relationship between the microstructure of vacuum deposited coatings and important deposition parameters. Thornton has developed an extended model [76] which depicts the microstructure of an evaporated coating as a function of $T/T_m$ ($T =$ substrate temperature, $T_m =$ melting temperature of the deposited coating) and the argon working gas pressure used in a magnetron sputtering system. Four zones are identified, each with its own characteristic structure and physical properties, as shown in Figure 2.4. The low temperature ($T/T_m < 0.3$) zone 1 structure is columnar, consisting of tapered units defined by voided growth boundaries. The zone 2 structure ($0.3 < T/T_m < 0.5$) consists of columnar grains
Figure 2.4. Thornton's structure-zone model for metal films deposited by magnetron sputtering. \( T \) is the substrate temperature and \( T_m \) is the coating material melting point. From Reference [83].

defined by metallurgical grain boundaries. These grains increase in width with \( T/T_m \) in accordance with activation energies typical of surface diffusion. The high temperature \( (T/T_m > 0.5) \) zone 3 structure consists of equiaxed grains which increase in size in accordance with activation energies typical of bulk diffusion. The fourth zone is a transition region between zones 1 and 2, consisting of a dense array of poorly defined fibrous grains.

Some relatively novel computer simulations have used interesting approaches to study thin film formation. Sedehi et al. [77] developed a real-time computer simulation of the nucleation and growth of thin films thermally deposited from the vapor phase. Using atomistic statistical theory, this simulation computes the 3-D structure of the film and provides 2-D plots at desired instants of the projection of the film on the substrate. Nucleation and growth plots for Ag and Au on NaCl
substrates appear to be similar to electron micrographs published in the literature. Outlaw and Heinbockel [78] have used a Monte Carlo simulation employing an atomistic potential energy scaling technique to model the initial stages of thin film nucleation and growth of Au on NaCl (100). This model considers both the surface migration of Au on NaCl, as well as the vertical migration of Au atoms to second and third layers of the growing film. Results prove to be consistent with experimental data. Adams and Jackson [79] have developed a Monte Carlo computer simulation that can be applied to the co-deposition of two different atomic species.

Bauer and Frurip [80] studied the homogeneous nucleation of metal vapors using a kinetic model based on the solution of a master equation for $n$-mer growth, $A_n + A_i + M \rightarrow A_{n+i} + M$. Species $M$ is a stabilizing catalyst for the interaction. Cluster growth was modeled as an accretion process in which an $n$-mer collides with an $i$-mer and the two adhere. The resulting set of stiff, non-linear, coupled differential equations which describe the system populations were solved using a GEAR integration subroutine [81]. Solutions were obtained for monomer addition only ($i = 1$) and monomer $\rightarrow$ pentamer addition inclusive ($i = 1 \rightarrow 5$), for $2 \leq n \leq 80$. Computer time on an IBM-370 was quite long [80]; in fact, limitations on computer time, both practical and monetary, prevented calculations from extending significantly past $n = 80$.

In order to avoid the computational difficulties that arise when solving such a large system of equations, Clement and Wood [82] modeled the growth of a distribution of small physical objects by using a set of discrete kinetic equations coupled to a continuum distribution. All objects were assumed to grow by the addition of one atom at a time, and no multiple additions, coalescence, or losses of atoms (i.e., evaporation) were possible. Coupled differential equations were
derived for the moments of the discrete distribution produced with no source term. Although solutions have been obtained for physical growth laws, this formulation does not include dissociation processes which are important in cluster nucleation and growth, causing the cluster-size distribution to disperse.

2.2 Energetic Deposition Studies

2.2.1 Energetic Deposition Experiments

In addition to assisting deposition processes, energetic particle bombardment techniques enable one to diagnose surface structures and modify surface features. Data obtained in sputtering experiments, reflection measurements, ion implantation studies, and plasma-surface interactions can be used to enhance our understanding of the physics involved in thin film formation studies. One must restrict such correlations to known particle-surface interactions of interest, avoiding extrapolations which include reactions with the bulk material target.

Penetration of the substrate lattice by incident atoms is expected to occur with energies above 1 eV [58]. These penetration sites might act as nucleation centers, substantially changing the growth behavior of a growing film. Studies of the microstructure of sputter-deposited coatings reveal that energetic particle bombardment can create dense films [83]. High energy bombardment can also cause composition changes in multicomponent materials due to differences in sputtering yields [3]. As an additional feature, energetic particles have a higher mobility and a shorter lifetime on a substrate than a thermally deposited species.

When an energetic particle strikes a solid, it may simply be reflected off the surface or if it has enough energy, it may sputter the surface or implant itself in one of the near surface layers. Sputtering yield measurements [84] depend on different
parameters such as the energy and atomic number of the incident species, angle of incidence, and the target atomic number. Crystallographic orientation is also a factor [85]. As mentioned in Chapter 1, ion scattering measurement experiments have been developed for the production of well characterized noble gas and metal ion beams over the energy range of 20 to 10,000 eV [12]. Another experiment has recently been designed to measure the particle and energy reflection coefficients of low energy (10 to 200 eV) hydrogenic ions incident on selected metal surfaces [86]. All of these experiments provide valuable information for characterizing the energetic particle deposition processes important in thin film formation studies.

Low-energy (often < 100 eV) deposition experiments have been used to control the growth kinetics and thus the physical properties of thin films, resulting in a number of interesting features. These features include film densification and increased oxidation resistance in optical films; minimization or elimination of columnar microstructure in metallization layers used in electronic devices; alteration of the state of stress, average grain size, and preferred grain orientation; increased film/substrate adhesion; enhanced conformal coverage; control of magnetic anisotropy in recording layers; epitaxial growth at lower temperatures; stimulation of surface chemical reactions; tailored film compositions; deposition of selective species; growth of metastable phases; and increased dopant incorporation probabilities (with a corresponding decrease in segregation-induced broadening of dopant profiles) in molecular beam epitaxy (MBE)-grown Si and III-V semiconductors [87,88]. Nonetheless, one desired feature may be accompanied by several deleterious features, jeopardizing the utility of a specific thin film application. Thus, in an effort to better clarify the impact of the energetic species and to assess the role of experimental parameters, the study of energetic particle bombardment during thin film formation needs to be approached at a more fundamental level.
Three excellent review articles [88,89,90] provide a summary of experimental work performed over the past 15 to 20 years on the controlled use of low-energy particle bombardment on the early stages of film growth. These studies, however, often describe basic nucleation phenomena with conflicting results. For example, the nucleation rate and density of Ge clusters have been found to increase or decrease with ion irradiation, depending upon the choice of substrate material and substrate temperature used for the deposition [91]. Substrate “hardness” and thermal conductivity arguments were used to explain these discrepancies in terms of incident particle embedding effects and enhanced adatom mobility. The influence of particle bombardment on average cluster size is also subject to debate. Studies on thermal In and partially ionized In⁺ beam experiments, used to deposit In islands on amorphous Si₃N₄ substrates at room temperature in an ultra-high vacuum MBE system, report a decrease in island number densities in the presence of ion irradiation which leads to larger average island sizes [92]. The authors attribute this irradiation effect to the loss of small clusters by sputtering and ion-induced dissociation. On the other hand, studies of Ar⁺ ion bombardment during room temperature growth of Ag films reveal that irradiation decreases grain size, thus indicating that energetic particle deposition promotes smaller average cluster sizes [93]. Since an understanding of fundamental nucleation kinetics leads to the ultimate control of film growth, such discrepancies need to be resolved.

The nucleation and growth of gold clusters on sodium chloride substrates has been systematically studied because of the inert properties of gold, the ease with which well-defined surfaces can be obtained by cleaving NaCl single crystals, and the excellent resolution of Au clusters under electron microscopy. Thermal deposition studies of the Au/NaCl system have been used to investigate the initial stages of nucleation and growth [23], the mobility and coalescence of Au nuclei
[14,94], as well as cluster size [95] and spatial [26] distributions. Inconsistencies in several such thermal deposition studies led to the realization that the creation of preferred surface sites, induced by low-energy electrons originating in the Au vapor source, inadvertently influenced the nucleation kinetics [96,97]. Electron bombardment of a NaCl surface, during the evaporation of Au, has also been shown to lead to increased maximum island densities [98].

Energetic Au/NaCl deposition studies have also been performed. High-energy ion-beam sputtering systems have been used to sputter Au targets onto NaCl substrates. Observed increases in the maximum number density of Au islands, compared with results for thermal evaporation, can be quantitatively described by the generation of preferred nucleation sites on the substrate during the deposition [99,100]. The nucleation kinetics also depend on the angle at which the sputtered gold atoms strike the NaCl surface; Au atoms deposited at normal incidence have been shown to produce larger island densities than atoms bombarding the substrate at angles 60° to the normal [101]. Rf-sputtering systems, which complicate matters by introducing plasma effects and the presence of a sputtering gas into the deposition environment, have also been used to study Au/NaCl nucleation phenomena. Harsdorff and Jark [102] rf-sputtered gold atoms onto NaCl substrates in a helium atmosphere, observing increased nucleation rates and island densities as compared to thermal evaporation works. Cluster size distributions were measured which appeared to be “quite similar to distributions from evaporation experiments” described by Schmeisser [95]. Magnets placed directly in front of the substrate surface were used to minimize crystal damage and heating that would occur as a result of electron and ion charged particle bombardment; however, the substrate remained open to backscattered neutral helium bombardment which could have influenced their results.
The redeposition phenomena observed in magnetic fusion systems is a unique example of thin film formation by energetic particle deposition. Plasma-wall interactions, the precursors to redeposition, are inevitable consequences of the magnetic confinement scheme used in toroidal devices. In many cases, the observed characteristics of the fusion plasma core are determined more by the plasma-surface interactions than by classical plasma physics [103]. As a result, the core plasma physics and global reactor operation are indirectly related to the redeposition phenomena via the plasma-edge conditions.

Present experimental results indicate that the most probable energy of particles emanating from the edge of a tokamak reactor plasma will be in the range of 10 to 300 eV [104]. If these energetic particles strike a plasma-interactive component, sputtering can occur; these sputtered particles can be recycled in the plasma edge and redeposited on material surfaces. The redeposited material may have properties different from those of the base material. These synergistic effects of sputtering, implantation, and redeposition will effectively determine the lifetime of plasma-interactive components in tokamak reactors, influencing reactor costs.

The PISCES facility at UCLA has been used to investigate the surface modifications of materials by continuous plasma bombardment under simultaneous erosion and redeposition conditions [5]. Under redeposition-dominated conditions, the material erosion rate due to plasma bombardment was significantly smaller (up to a factor of 10) than that expected from classical ion beam sputtering yield data. Also, the surface morphologies of redeposited materials were shown to be strongly dependent on the plasma bombardment conditions.

Since the surface characteristics of plasma-interactive components can affect the entire operation of a fusion reactor system, it should be evident that materials
selection is a major issue for current reactor experiments and future fusion devices. Material coatings may be necessary, and in-situ deposition techniques may be used to repair or replace these coatings in hope of mitigating plasma-surface interactions [105]. Hopefully, a better understanding of the energetic atom deposition phenomena will provide more insight into redeposition rates and coating techniques in future fusion devices.

2.2.2 Energetic Deposition Theories

Comprehensive theoretical treatments on the influence of low-energy particle-surface interactions on the initial stages of thin film formation have not yet developed to the author's knowledge. Previous kinetic rate equation formulations, though, have been developed in order to interpret the results of deposition measurements which were influenced by the presence of surface defects. Lane and Anderson [100] used ion-beam sputtering to deposit Au on NaCl, measuring island densities as a function of substrate temperature and deposition rate. They were successful in interpreting their results in terms of a kinetic model which assumed a constant density of preferred adsorption sites. Usher and Robins [97] used a rate equation approach to analyze experiments in which preferred sites were continuously generated at a rate proportional to a power of the deposition rate. Using this approach, they were able to resolve several discrepancies in previous Au/NaCl nucleation measurements. Both of these studies developed analytical solutions to the film growth problem by making rather gross, time-independent estimates for cluster mobility effects. Direct impingement phenomena and particle-surface interactions were ignored, and neither solution provided any information on the cluster size distribution. Although many variables were experimentally difficult parameters to determine, the assumptions made in developing these analytical
models are generally supported by their overall agreement with deposition measurements.

Detailed theoretical modeling of thin film formation by energetic particle deposition will have to incorporate analyses of surface defect production, cluster dissociation, sputtering, ion implantation, particle reflection, and redeposition in the study. A historical survey of different sputtering models can be found in Reference [106]. Sigmund [107] developed an ion transport theory of sputtering by solving the Boltzmann transport equation for moving atoms near the surface of a material undergoing sputtering events. A rather crude extrapolation is found necessary in the treatment of the motion of low energy atoms. Despite this shortcoming, Sigmund's theory remains one of the standard references for sputtering yield measurements. Other theories have considered the ejection of atomic particles from ion bombarded single crystals where crystallographic effects are important [108,109].

An elaborate computer program to model the erosion and redeposition behavior of materials in tokamak fusion reactors is embodied in the REDEP code [110]. REDEP models the erosion of tokamak limiter and divertor surfaces by considering only physical sputtering mechanisms. The code accepts as input the plasma parameters characteristic of the plasma-edge region. The sputtering phenomenon depends strongly on the plasma sheath potential, taken to be \( e\phi = 3kT_e \), and on the charge state of the impinging ions. It is shown that most of the sputtered species are redeposited on the host structure. A key assumption used in this study is that the properties of the redeposited material are the same as the original surface material; however, recent studies [5,7] indicate that this assumption may not be valid. REDEP analyses on limiters coated with high-Z materials indicate that
self-sputtering may be a significant erosion mechanism unless plasma-edge temperatures can be kept low ($\simeq 50$ eV). Additional studies indicate that redeposition may be a mixed blessing since the redeposited coating may grow to be too thick, thus influencing limiter performance and operation [111].

Since the bombardment of fusion reactor surfaces by low energy ions and charge exchange neutrals is the dominant physical phenomenon in the plasma-edge region, several sophisticated theoretical analyses of the ion-surface reflection process have been developed [112,113,114]. The Monte Carlo simulation program, TRIM.SP [116] (a sputtering version of the original TRIM code [115]), has been used to calculate particle and energy reflection coefficients, as well as energy and angular distributions, of reflected hydrogenic species with incident energies from 0.2 to 300 eV [112]. Such analyses are applicable to the energy ranges of interest in thin film formation by energetic particle deposition.

The original TRIM code [115] simulates the slowing down and scattering of energetic ions in amorphous targets using a binary collision model (BCM). Another BCM simulation, TRIPOS, has been used to study ion transport processes in polyatomic solids [117,118,119]. The use of a BCM simulation to study low energy sputtering and reflection processes is questionable, however, because at low energies the interaction of a particle cannot be treated as an interaction with one single counterpart due to the increasing range of the particle-particle interaction with decreasing energy. The TRIM.SP code [116] compensates for this increased interaction in the low energy regime by taking more distant collisions into account. The comparison of calculated light-ion reflection coefficients with experimental data above 50 eV is reasonably good, whereas for energies below 50 eV, no experimental data exists. It is in this region where the TRIM.SP code falls under scrutiny.
TRIMCSR, another modified version of the TRIM code, introduces a simple model to describe the variation of atomic potentials between the surface and the bulk of a solid target [120]. TRIMCSR simultaneously calculates all of the resulting ion-solid interactions, namely point defect generation, sputtering yield, and replacement/relocation events. TRIMCSR has been used to calculate ion-solid interactions of Si on Si for ion energies ranging from 10 to 10,000 eV. Again, results obtained below 50 eV are to be taken with caution, since the detailed description of ion trajectories becomes increasingly difficult at these energies, as multiple collisions rather than binary collisions dominate the ion-solid interaction.

In order to establish the necessary conditions for film growth, the low energy ion transport problem is best solved using molecular dynamics (MD) techniques. Due to the disparity between the MD time step (\( \approx 10^{-14} \) sec) and typical deposition times (seconds-hours), direct MD simulations of thin film growth by energetic atom deposition are computationally impractical. Nonetheless, MD simulations can be used to study the questions related to fundamental atomic transitions, thus enabling one to determine particle reflection and sputtering coefficients, implantation parameters, atomic mixing rates, and surface defect characteristics.

The choice of a suitable interatomic potential is of considerable importance to the success of the MD simulation. In energetic atom deposition, the energies of the impinging species and substrate atoms will fall in the thermal and superthermal ranges. In the thermal energy range below 2 eV, the embedded atom method (EAM) [121,122] can be used rather than idealized pair interatomic potentials. In the superthermal energy regime above 10 eV, the empirical universal pair potential [123] can be used. Chou and Ghoniem [124] and Prinja [125] have recently developed methods to couple the EAM potential to the universal potential over the transition region of interest, enabling one to perform consistent MD simulations.
over a continuous energy range.
Chapter 3

Problem Description

The first step in modeling thin film formation by energetic particle deposition involves identifying the various physical processes which occur when an energetic particle impinges on a host substrate material. A set of equations can be developed to describe these events and the various stages of film formation which follow. In this dissertation, an atomistic approach is used to model the deposition phenomena, particle-surface interactions, atomic clustering mechanisms, and the resulting thin film nucleation and growth. This Chapter discusses the important kinetic processes and basic temporal stages which characterize thin film formation.

3.1 Important Kinetic Processes

The nature of the deposited species depends on both the deposition method and the processing environment. Individual atoms can be thermally evaporated from an effusion cell, providing a source material that allows growth to occur under conditions near thermodynamic equilibrium. Ion-beam deposition, ion-beam sputter deposition, and ion-assisted MBE promote non-equilibrium growth conditions by subjecting the substrate to energetic particle bombardment. Energetic neutrals often accompany these techniques. Clusters of atoms can also be ionized and
accelerated toward a substrate, dissolving into individual atoms upon impact. A plasma can enhance any of these deposition techniques, accelerating chemical reactions within the deposition environment and stimulating particle-surface interactions. Regardless of the method, the net result of the deposition process is to place particles on a substrate, eventually covering the surface and forming a coating.

Direct impingement occurs when a deposited particle lands directly on an atomic cluster already present on the substrate. Direct impingement effects are usually not important until the later stages of atomic clustering, when a substantial portion of the substrate is covered with growing clusters. Cluster size and geometry, as well as the deposition rate, determine the magnitude of direct impingement interactions.

Once accommodated on the substrate, particles can participate in a variety of thermally activated events. If a particle has enough thermal energy, it may evaporate off the substrate. Single particles are more likely to evaporate than actual clusters. Particles and clusters also diffuse across the substrate surface at rates which depend on cluster size and geometry, substrate temperature, and an appropriate activation energy. During the early stages of thin film formation, two migrating clusters may aggregate into a larger entity, conserving particles in the process. In the later stages of film growth, this phenomenon is termed mobility coalescence. This should be distinguished from growth coalescence, which occurs when the substrate is so crowded with clusters that two clusters coalesce by simply growing into each other.

The above kinetic processes arise during both thermal and energetic particle deposition. Energetic deposition techniques, however, influence film growth with
a variety of synergistic effects that are absent during thermal deposition. Surface defect production, sputtering, and particle reflection events depend on the energy, mass, flux, and angle of incidence of the bombarding species, as well as the mass and orientation of the substrate target atoms. If an energetic projectile creates a collision cascade within the vicinity of a large cluster, dissociation can occur, breaking up the large cluster into a number of smaller ones. If the bombarding energy is high enough, collisional mixing and implantation may result, trapping a portion of the deposit in the substrate bulk and surface layers. These mechanisms lead to increased film/substrate adhesion. Energetic deposition also promotes local surface heating and enhanced surface diffusion, accelerating thermally activated phenomena. Finally, plasma-assisted processes can stimulate particle-surface reactions, substantially changing both the chemistry and kinetics taking place on the substrate host.

3.2 Basic Stages of Thin Film Formation

A temporal history of thin film formation includes a number of distinct stages that are easily identified in the laboratory. Figure 3.1 illustrates these stages with a schematic representation of cluster density, \( n(t) \), as a function of fractional substrate surface coverage, \( Z(t) \). During the first stage, the deposition species is transported through the deposition environment (e.g., vacuum, plasma, etc.) to the substrate surface, where it can participate in or be influenced by a number of physical processes. After a certain induction time, enough particles will have condensed on the substrate so that nucleation and growth can proceed. This marks the onset of the second stage, where both cluster density and size increase with time, virtually unaffected by neighboring clusters. A saturation stage arises when the cluster density has reached the maximum value \( (n_{max}) \) that the substrate
Figure 3.1. Schematic representation of cluster density, $n(t)$, as a function of fractional substrate surface coverage, $Z(t)$, during thin film formation.

can accommodate for the given deposition conditions. Clusters continue to grow in size, but now coalesce with one another, producing a rapid decrease in cluster density. The remaining channels and voids are filled by secondary nucleation, cluster growth, and coalescence events. In the final stage, a continuous film forms; this is ultimately followed by multilayer growth. In general, the saturation stage marks the transition between the early and later stages of thin film formation.
Chapter 4

Model Formulation

Developing a realistic theoretical model of a complex physical system requires an understanding of how the system evolves with respect to space and time, knowledge of the relevant components which constitute the system, and insight into the physical phenomena which govern system behavior. Mathematical equations can usually be formulated which describe the intracacies of the system; however, their solution may be intractable, depending upon the simulation details. The resourceful modeler is then faced with the arduous task of deciding which processes can be relaxed and which solution technique is most appropriate, without sacrificing the integrity of the work. This Chapter describes the assumptions, methodology, and solution techniques used to model the early stages of thin film formation under energetic particle bombardment. Unique features of this model which provide new insight into thin film nucleation and growth kinetics are also discussed.

4.1 Assumptions and Basic Definitions

In this model of thin film formation, the deposition source is assumed to produce a monoenergetic single-particle species of energy $E$, consisting of either charged particles or fast neutrals, which strike the substrate at a rate of $q$ particles/unit
area/unit time. Particle-surface interactions result in the creation of surface vacancies which will be denoted as single traps in this work. The quantity $C_T(t)$ denotes the number of single traps present on the substrate, per unit substrate area. These defects can trap a portion of the single-atom population that is initially accommodated on the substrate. The single-atom population, $C(1,t)$, thus consists of a bound single-atom component, $C_b(1,t)$, bound to defect sites, and a mobile single-atom component, $C_{mob}(1,t)$, which can diffuse across the substrate. Nucleation and growth leads to the production of $x$-atom clusters, characterized by the cluster density, $C(x,t)$.

Single traps, mobile and bound single atoms, and $x$-atom clusters are the basic constituents of the thin film system. The evolution of these species is governed by the following physical processes and general assumptions:

1. Only monoenergetic, single particles of energy $E$ are deposited.

2. Point defects are generated at the rate $q p(E)$, where $p(E)$ is the average number of vacancy-interstitial pairs produced by each deposited particle. Only surface vacancies (i.e., traps) are created. $p(E)$ depends on the collision cascade generated by charged or neutral particle bombardment. Interstitial atoms are implanted well into the substrate (at least $> 5$ atomic layers) and thus are not considered to influence surface atomic clustering [126].

3. If $E \geq E_{\text{eject}}$, single atoms will be sputtered off the substrate. $E_{\text{eject}}$ is the energy required to eject a single atom off the substrate. Ballistic migration effects are not considered.

4. Cluster growth and decay proceed via single-particle transitions. Coalescence reactions are not considered, thus the model is only valid for the early growth stages where less than 15% of the substrate is covered.

5. Single traps are mobile, governed by a diffusion energy, $E_T^d$. They aggregate with other species on the substrate at a rate $\nu_{T,i}(t) C_i(t)$ [where $i = T, m, b, \text{ or } x$ for other traps, mobile single atoms, bound single atoms, and $x$-atom clusters, respectively]. The "$T,b$" and "$T,x$" reactions are assumed to only influence the single-trap population.

6. Mobile single atoms are governed by a diffusion energy, $E_d$. They aggregate with other species on the substrate at a rate $\nu_{m,i}(t) C_i(t)$. 
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7. Bound single atoms and larger $x$-atom clusters ($x \geq 2$) are immobile.

8. Thermal oscillations can evaporate mobile single atoms off the substrate. This is characterized by an adsorption energy, $E_a$, and residence time, $\tau_a = \nu_a^{-1}$.

9. Thermal oscillations can release bound single atoms from traps, creating mobile single atoms in the process. The activation energy, $E_T$, determines the bound single-atom confinement time, $\tau_T = \nu_T^{-1}$.

10. Direct impingement of the deposit on single-trap sites creates bound single atoms at the rate $\nu_{imp,T} C_T(t)$.

11. Direct impingement of the deposit on $x$-atom clusters produces $(x+1)$-atom entities at the rate $\nu_{imp}(x) C(x,t)$.

12. Energetic particle bombardment dissociates $x$-atom clusters into $(x-1)$-atom clusters and mobile single atoms at the rate $\nu_{diss}(x,E) C(x,t)$.

4.2 General Formulation of the Hybrid Clustering Model

In several theoretical studies of thin film formation, a kinetic formulation of hierarchical discrete rate equations has been used to describe cluster sizes [13,50, 51,61,62,75,80,127]. These rate equations are coupled, non-linear, and extremely complex. Thus, they are difficult to solve unless some simplifying physical assumptions are introduced. From a computational standpoint, these approaches must solve a large system of equations to obtain specific clustering details since the number of atoms in the largest cluster dictates the number of discrete equations that must be solved.

It will be shown in Section 4.2.1 that the model assumptions outlined in Section 4.1 can be used to derive a system of discrete kinetic rate equations which describe the early stages of thin film formation by energetic particle bombardment. If the largest cluster contains $X_{max}$ atoms, then a set of $(X_{max} + 2)$ coupled, non-linear, stiff, ordinary differential equations must be solved. Since cluster sizes increase with time, $X_{max}$ must also increase, which dictates that more equations
be solved as the deposition proceeds. If one has limited computing resources (e.g., time or money), this poses quite a problem, since atomic clusters can easily contain many thousands of atoms.

To circumvent this problem, Section 4.2.2 derives a Fokker-Planck-type continuum equation for $X_e \leq x \leq X_{\text{max}}$, where $x$ denotes the number of atoms in an $x$-atom cluster. A transition cluster size, $X_e$, is defined as the smallest size described by the continuum. Clusters containing $X_e$ or more atoms are described by a continuum distribution function, $C_{\text{con}}(x,t)$, which depends on the following characteristics of the distribution: $C_{\text{tot}}(t)$, the total density of clusters in the continuum; $\langle x \rangle(t)$, the average size of the continuum clusters; and $M_n(t)$, the $n^{th}$ central moment of the continuum distribution, where $2 \leq n \leq N$ and $N$ is the number of moments used to reconstruct the distribution function. In this manner, atomic clustering phenomena will be modeled by a set of discrete kinetic rate equations for $1 \leq x \leq (X_e - 1)$, coupled to a set of kinetic moment equations which characterize a continuum distribution for $X_e \leq x \leq X_{\text{max}}$. In Section 4.2.2, it will be shown that the early stages of film growth can be described by a hybrid system of $(X_e + N + 2)$ kinetic rate equations for the following variables of interest: single traps, $C_T(t)$; mobile single atoms, $C_{\text{mob}}(1,t)$; bound single atoms, $C_b(1,t)$; discrete $x$-atom clusters, $C(x,t)$ for $2 \leq x \leq (X_e - 2)$; the total density of continuum clusters, $C_{\text{tot}}(t)$; the average size of continuum clusters, $\langle x \rangle(t)$; the central moments of the continuum, $M_n(t)$ for $2 \leq n \leq N$; and the net number of particles deposited, $X_{\text{depos}}(t)$. The size of this hybrid system of equations, $(X_e + N + 2)$, can be typically several thousand times less than the size of the original discrete clustering system containing $(X_{\text{max}} + 2)$ equations, providing faster computations without loss of accuracy.
4.2.1 Discrete System of Kinetic Clustering Equations

Assuming that the largest cluster present on the substrate contains $X_{\text{max}}$ atoms, production and loss mechanisms governing the single-trap population reveal that

$$\frac{\partial C_T(t)}{\partial t} = q p(E) + \nu_{\text{imp}}(1) C_b(1, t) \Theta(E - E_{\text{eject}}) + \nu_T C_b(1, t) - \nu_{\text{imp},T} C_T(t)$$

$$- [2\nu_{T,T}(t) C_T(t) + \nu_{T,m}(t) C_{\text{mob}}(1, t) + \nu_{T,b}(t) C_b(1, t)]$$

$$- \sum_{x=2}^{X_{\text{max}}} \nu_{{T,x}}(t) C(x, t)$$ \hspace{1cm} (4.1)

where $\Theta(z) = 1$ for $z \geq 0$ and $\Theta(z) = 0$ for $z < 0$. Traps are produced by the collision cascade, when bound single atoms are sputtered out of traps, and when thermal oscillations release a bound single atom from a trap site. Direct impingement creates bound single atoms, removing traps in the process. As traps migrate over the substrate, they are also destroyed as they encounter other traps, mobile and bound single atoms, and larger $x$-atom clusters. It should be noted that $\nu_{T,T}(t) C_T(t)$ is the rate at which two traps aggregate together, however, since two traps are lost during each interaction, the total loss rate is $2\nu_{T,T}(t) C_T(t)$. This di-trap production rate is assumed to be negligible so that the di-trap population is insignificant compared to the single-trap density.

The mobile single-atom population is characterized by

$$\frac{\partial C_{\text{mob}}(1, t)}{\partial t} = q + \nu_T C_b(1, t)$$

$$+ \sum_{x=2}^{X_{\text{max}}} \nu_{\text{diss}}(x, E) C(x, t) (1 + \delta_{x2}) - \nu_a C_{\text{mob}}(1, t)$$

$$- \nu_{\text{imp},T} C_T(t) - \nu_{\text{imp}}(1) \{ C_{\text{mob}}(1, t) + C(1, t) [1 - \Theta(E - E_{\text{eject}})] \}$$

$$- \sum_{x=2}^{X_{\text{max}}} \nu_{\text{imp}}(x) C(x, t)$$
\[-[\nu_{m,T}(t) C_T(t) + 2\nu_{m,m}(t) C_{mob}(1, t) + \nu_{m,b}(t) C_b(1, t)]
\]
\[= \sum_{x=2}^{X_{max}} \nu_{m,x}(t) C(x, t) \quad (4.2)\]

where $\delta_{ab} = 1$ if $a = b$ and zero otherwise. Mobile single atoms are produced by the deposition source, the release of bound single atoms from trap sites due to thermal oscillations, and from the dissociation of discrete x-atom clusters. The $\delta$-function accounts for the fact that two mobile singles are produced when a two-atom cluster dissociates. Desorption, direct impingement, and aggregation processes deplete the mobile single-atom inventory. The total single-atom density is $C(1, t) = C_{mob}(1, t) + C_b(1, t)$. Similar to trap-trap aggregation in Equation 4.1, the rate at which two mobile single atoms aggregate together is $\nu_{m,m}(t) C_{mob}(1, t)$, however, two mobile singles are lost in the process so the total loss rate is $2\nu_{m,m}(t) C_{mob}(1, t)$.

The kinetic equation for bound single atoms is somewhat simpler:

\[\frac{\partial C_b(1, t)}{\partial t} = [\nu_{imp,T} + \nu_{m,T}(t)] C_T(t)\]
\[-[\nu_T + \nu_{m,b}(t) + \nu_{imp}(1)] C_b(1, t). \quad (4.3)\]

Bound singles are created when the deposit directly impinges on a trap or as mobile single atoms diffuse to traps. Bound singles are destroyed when thermal oscillations release a bound single from a trap site. Aggregation of mobile singles with bound singles and direct impingement of the deposit on bound singles create two-atom clusters, destroying bound single atoms in the process.

A separate kinetic equation must be written for two-atom clusters:

\[\frac{\partial C(2, t)}{\partial t} = \frac{1}{2} [2\nu_{m,m}(t) C_{mob}(1, t)] + \nu_{m,b}(t) C_b(1, t)\]
\[+ \nu_{imp}(1) C(1, t) [1 - \Theta(E - E_{excit})] \]
\[-[\nu_{m,2}(t) + \nu_{diss}(2, E) + \nu_{imp}(2)] C(2, t) \]

\[+ \nu_{diss}(3, E) C(3, t). \quad (4.4)\]

Two-atom clusters are produced when two mobile singles aggregate together, mobile and bound singles aggregate, and when a low-energy deposit \((E < E_{eject})\) directly impinges on the single-atom population. The factor of \(\frac{1}{2}\) is needed in the first term in order to avoid counting twice each encounter between two atoms from the same \(C_{\text{mob}}(1,t)\) population. Aggregation, dissociation, and direct impingement reactions involving two-atom clusters, though, deplete the two-atom population. The dissociation of three-atom clusters produces two-atom clusters and mobile single atoms.

Larger discrete clusters are modeled with a general kinetic rate equation. For \(3 \leq x \leq (X_{\text{max}} - 1)\),

\[
\frac{\partial C(x,t)}{\partial t} = [\nu_{m,x-1}(t) + \nu_{\text{imp}}(x-1)] C(x-1,t)
\]

\[-[\nu_{m,x}(t) + \nu_{diss}(x, E) + \nu_{\text{imp}}(x)] C(x,t)\]

\[+ \nu_{diss}(x+1, E) C(x+1,t) \quad (4.5)\]

where cluster growth and decay proceed via single-particle transitions.

The final kinetic rate equation used in the discrete system model describes the net number of particles deposited on the substrate, \(X_{\text{depos}}(t)\), where

\[
X_{\text{depos}}(t) = \sum_{x=1}^{X_{\text{max}}} x C(x,t). \quad (4.6)
\]

Taking the time derivative of Equation 4.6 and extending Equation 4.5 to \(x = X_{\text{max}}\), one can use a linear combination of Equations 4.2–4.5 to obtain

\[
\frac{\partial X_{\text{depos}}(t)}{\partial t} = q - \nu_a C_{\text{mob}}(1,t) - \nu_{\text{imp}}(1) C(1,t) \Theta(E - E_{\text{eject}})
\]
\[ + X_{\text{max}} \nu_{\text{dis}}(X_{\text{max}} + 1, E) C(X_{\text{max}} + 1, t) \]

\[ - (X_{\text{max}} + 1) [\nu_{m,X_{\text{max}}}(t) + \nu_{\text{imp}}(X_{\text{max}})] C(X_{\text{max}}, t). \] (4.7)

From a physical standpoint, the net number of particles deposited on the substrate should be a balance between the deposition rate and losses due to evaporation and sputtering. The two additional terms involving the discrete cluster densities \( C(X_{\text{max}}, t) \) and \( C(X_{\text{max}} + 1, t) \) arise because of the assumption that the largest discrete cluster contains \( X_{\text{max}} \) atoms. With this in mind, \( X_{\text{max}} \) is assumed to be so large that the density \( C(X_{\text{max}} + 1, t) \) does not exist, and may be taken to be zero.

Equations 4.1–4.7 represent \( (X_{\text{max}} + 2) \) equations in the \( (X_{\text{max}} + 2) \) unknowns \( C_T(t), C_{\text{mob}}(1, t), C_b(1, t), C(x, t) \) for \( 2 \leq x \leq (X_{\text{max}} - 1) \), and \( X_{\text{depos}}(t) \). Solving a kinetic equation for \( X_{\text{depos}}(t) \) allows one to determine the unknown discrete cluster density \( C(X_{\text{max}}, t) \) as

\[
C(X_{\text{max}}, t) = \left( \frac{1}{X_{\text{max}}} \right) \left[ X_{\text{depos}}(t) - \sum_{x=1}^{X_{\text{max}}-1} x C(x, t) \right] \] (4.8)

ensuring particle conservation in the model. Solving this discrete system of \( (X_{\text{max}} + 2) \) kinetic clustering equations allows one to model the early stages of thin film formation by energetic particle bombardment for clusters containing up to \( X_{\text{max}} \) atoms.

### 4.2.2 Hybrid System of Kinetic Clustering Equations

The basic limitation of the method outlined in Section 4.2.1 is that the number of equations which must be solved depends on the maximum size cluster present on the substrate (\# of eqns = \( X_{\text{max}} + 2 \)). If the largest cluster contains 1000 atoms, for instance, then 1002 coupled, non-linear, stiff differential equations must be solved. Since cluster size increases with time, \( X_{\text{max}} \) increases, which dictates that
more and more equations be solved as the deposition proceeds. If one has limited computing resources, then this can pose quite a dilemma.

To circumvent this problem, Equation 4.5 is used to obtain a continuum equation for cluster sizes \( 3 \leq x \leq X_{\text{max}} \). To derive this continuum equation, the aggregation rate \( \nu_{m,x-1}(t) C(x-1,t) \), the direct impingement rate \( \nu_{\text{imp}}(x-1) C(x-1,t) \), and the dissociation rate \( \nu_{\text{diss}}(x+1,E) C(x+1,t) \) are each expanded in a second order Taylor series about the cluster size, \( x \). Substituting these expansions into Equation 4.5, then truncating to second order, yields the following continuum equation approximation for single-atom transitions over \( 3 \leq x \leq X_{\text{max}} \):

\[
\frac{\partial C_{\text{con}}(x,t)}{\partial t} \sim -\frac{\partial J(x,t)}{\partial x} 
\]  

(4.9)

where \( C_{\text{con}}(x,t) \) denotes the continuum-cluster distribution function. The nucleation current, \( J(x,t) \), is defined to be

\[
J(x,t) = F(x,t) C_{\text{con}}(x,t) - \frac{\partial}{\partial x} [D(x,t) C_{\text{con}}(x,t)] 
\]  

(4.10)

where the drift and dispersion frequencies, \( F(x,t) \) and \( D(x,t) \), are

\[
F(x,t) = \nu_{m,x}(t) - \nu_{\text{diss}}(x,E) + \nu_{\text{imp}}(x) 
\]  

(4.11)

\[
D(x,t) = \frac{1}{2} [\nu_{m,x}(t) + \nu_{\text{diss}}(x,E) + \nu_{\text{imp}}(x)] .
\]  

(4.12)

Equation 4.9 is a Fokker-Planck-type equation, consisting of systematic drift and random dispersion terms, which describes the evolution of the cluster size distribution for \( x \geq 3 \). It has the form of a generalized diffusion equation in which the cluster size, \( x \), plays the role of a spatial coordinate. The use of a Fokker-Planck formalism as an approximate method of treating the kinetics of single-particle transitions is not new, having been initiated by Becker and Döring [56].
and brought into its modern form by Frenkel [128]. This technique has been used to study the kinetics of particle growth in colloidal systems [129], the nucleation of voids and dislocation loops in irradiated microstructures [130,131,132], and in the author’s previous studies of thin film formation [133,134,135].

It should be noted that both the continuum equation, Equation 4.9, and the general discrete kinetic equation, Equation 4.5, are both valid for \(3 \leq x \leq X_{\text{max}}\). In order to couple the discrete equations to the continuum, a transition cluster size, \(X_c\), will be defined as the smallest cluster size represented in the continuum. Thus, atomic clustering will be described by a set of discrete kinetic rate equations for \(1 \leq x \leq (X_c - 1)\) and by a continuum equation for \(X_c \leq x \leq X_{\text{max}}\).

Kinetic central moment equations will be used to describe the characteristics of the continuum-cluster distribution function, \(C_{\text{con}}(x, t)\), over the range \(X_c \leq x \leq X_{\text{max}}\). The \(n^{th}\) truncated central moment, \(M_n(t)\), of the continuum-cluster size distribution, is defined as

\[
M_n(t) = \left( \frac{1}{C_{\text{tot}}(t)} \right) \int_{X_c}^{X_{\text{max}}} [x - \langle x \rangle(t)]^n C_{\text{con}}(x, t) \, dx \tag{4.13}
\]

where \(C_{\text{tot}}(t)\) is the total density of continuum clusters,

\[
C_{\text{tot}}(t) = \int_{X_c}^{X_{\text{max}}} C_{\text{con}}(x, t) \, dx \tag{4.14}
\]

and \(\langle x \rangle(t)\) is the average cluster size in the continuum distribution,

\[
\langle x \rangle(t) = \left( \frac{1}{C_{\text{tot}}(t)} \right) \int_{X_c}^{X_{\text{max}}} x C_{\text{con}}(x, t) \, dx \tag{4.15}
\]

Coupling the set of discrete kinetic rate equations to the continuum requires that terms (i.e., summations which appear in Equations 4.1 and 4.2) which extend into the continuum be appropriately averaged over the continuum distribution. For a general function \(g(x, t) C(x, t)\),

\[
\sum_{x=2}^{X_{\text{max}}} g(x, t) C(x, t) = \sum_{x=2}^{X_c-1} g(x, t) C(x, t) + \int_{X_c}^{X_{\text{max}}} g(x, t) C_{\text{con}}(x, t) \, dx
\]

43
\[ \sum_{x=2}^{x-1} g(x, t) C(x, t) + \langle g(x, t) \rangle C_{tot}(t). \]  

Averages over the unknown continuum-cluster distribution function will be determined from the central moments using

\[ \langle g(x, t) \rangle = \left[ g(x, t) + \sum_{n=2}^{N} \frac{M_n(t)}{n!} \frac{\partial^n g(x, t)}{\partial x^n} \right]_{x=(x)(t)} \]  

where \( N \) is the total number of central moments used to describe the continuum distribution.

Coupling the discrete kinetic rate equations to the kinetic central moment equations results in the following hybrid system of \((X_e + N + 2)\) kinetic rate equations:

\[ \frac{\partial C_T(t)}{\partial t} = q p(E) + \nu_{imp}(1) C_b(1, t) \Theta(E - E_{eject}) + \nu_T C_b(1, t) - \nu_{imp,T} C_T(t) \]

\[ - [2 \nu_{T,T}(t) C_T(t) + \nu_{T,m}(t) C_{mob}(1, t) + \nu_{T,b}(t) C_b(1, t)] \]

\[ \left[ \sum_{x=2}^{x-1} \nu_{T,x}(t) C(x, t) + \langle \nu_{T,x}(t) \rangle C_{tot}(t) \right] \]  

\[ \frac{\partial C_{mob}(1, t)}{\partial t} = q + \nu_T C_b(1, t) \]

\[ + \left[ \sum_{x=2}^{x-1} \nu_{diss}(x, E) C(x, t) (1 + \delta_{x2}) + \langle \nu_{diss}(x, E) \rangle C_{tot}(t) \right] - \nu_a C_{mob}(1, t) \]

\[ - \nu_{imp,T} C_T(t) - \nu_{imp}(1) \{ C_{mob}(1, t) + C(1, t) [1 - \Theta(E - E_{eject})] \} \]

\[ \left[ \sum_{x=2}^{x-1} \nu_{imp}(x) C(x, t) + \langle \nu_{imp}(x) \rangle C_{tot}(t) \right] \]

\[ - [\nu_{m,T}(t) C_T(t) + 2 \nu_{m,m}(t) C_{mob}(1, t) + \nu_{m,b}(t) C_b(1, t)] \]

\[ \left[ \sum_{x=2}^{x-1} \nu_{m,x}(t) C(x, t) + \langle \nu_{m,x}(t) \rangle C_{tot}(t) \right] \]  

(4.19)
\[
\frac{\partial C_b(1,t)}{\partial t} = \left[ \nu_{\text{imp},T} + \nu_{m,T}(t) \right] C_T(t)
- \left[ \nu_T + \nu_{m,b}(t) + \nu_{\text{imp}}(1) \right] C_b(1,t) \quad (4.20)
\]

\[
\frac{\partial C(2,t)}{\partial t} = \frac{1}{2} \left[ 2 \nu_{m,m}(t) C_{\text{mob}(1,t)} + \nu_{m,b}(t) C_b(1,t) \right]
+ \nu_{\text{imp}}(1) C(1,t) \left[ 1 - \Theta(E - E_{\text{attract}}) \right]
- \left[ \nu_{m,2}(t) + \nu_{\text{diss}}(2,E) + \nu_{\text{imp}}(2) \right] C(2,t)
+ \nu_{\text{diss}}(3,E) C(3,t) \quad (4.21)
\]

\[
\frac{\partial C(x,t)}{\partial t} = \left[ \nu_{m,x-1}(t) + \nu_{\text{imp}}(x-1) \right] C(x-1,t)
- \left[ \nu_{m,x}(t) + \nu_{\text{diss}}(x,E) + \nu_{\text{imp}}(x) \right] C(x,t)
+ \nu_{\text{diss}}(x+1,E) C(x+1,t) \quad 3 \leq x \leq (X_t - 2) \quad (4.22)
\]

\[
\frac{\partial C_{\text{tot}}(t)}{\partial t} = J(X_t, t) \quad (4.23)
\]

\[
\frac{\partial (x)(t)}{\partial t} = \xi_1(t) + (F(x,t)) \quad (4.24)
\]

\[
\frac{\partial M_n(t)}{\partial t} = \xi_n(t) + \phi_n(t) + \psi_n(t) \quad 2 \leq n \leq N \quad (4.25)
\]
where the nucleation current going into the continuum, \( \mathcal{J}(X_c, t) \), is defined by the expression

\[
\mathcal{J}(X_c, t) = \left[ \nu_{m, X_c-1}(t) + \nu_{\text{imp}}(X_c - 1) \right] C(X_c - 1, t)
- \nu_{\text{diss}}(X_c, E) C(X_c, t)
\]

while the drift and dispersion frequency functions at \( x = X_c \), \( \mathcal{F}(X_c, t) \) and \( \mathcal{D}(X_c, t) \), are

\[
\mathcal{F}(X_c, t) = \nu_{m, X_c}(t) - \nu_{\text{diss}}(X_c, E) + \nu_{\text{imp}}(X_c)
\]

\[
\mathcal{D}(X_c, t) = \frac{1}{2} \left[ \nu_{m, X_c}(t) + \nu_{\text{diss}}(X_c, E) + \nu_{\text{imp}}(X_c) \right].
\]

The special nucleation frequency function, \( \xi_1(t) \), is

\[
\xi_1(t) = \frac{[X_c - \langle x \rangle(t)] \mathcal{J}(X_c, t) + \mathcal{D}(X_c, t) C(X_c, t)}{C_{\text{tot}}(t)}
\]

while the general nucleation \([\xi_n(t)]\), drift \([\phi_n(t)]\), and dispersion \([\psi_n(t)]\) frequency functions for \( 2 \leq n \leq N \) are

\[
\xi_n(t) = \frac{\left\{ [X_c - \langle x \rangle(t)]^n - M_n(t) - n M_{n-1}(t) [X_c - \langle x \rangle(t)] \right\} \mathcal{J}(X_c, t)}{C_{\text{tot}}(t)}
+ \frac{n \mathcal{D}(X_c, t) C(X_c, t) \left\{ [X_c - \langle x \rangle(t)]^{n-1} - M_{n-1}(t) \right\}}{C_{\text{tot}}(t)}
\]

\[
\phi_n(t) = n \left\{ \left( \mathcal{F}(x, t) [x - \langle x \rangle(t)]^{n-1} \right) - M_{n-1}(t) \langle \mathcal{F}(x, t) \rangle \right\}
\]

\[
\psi_n(t) = n (n - 1) \langle \mathcal{D}(x, t) [x - \langle x \rangle(t)]^{n-2} \rangle.
\]

The boundary conditions \( C(X_{\text{max}}, t) = 0 \) and \( \mathcal{J}(X_{\text{max}}, t) = 0 \) have been used in deriving Equations 4.23–4.25. These assumptions are justified if one assumes that
the upper range of the continuum is so large that no clusters exist which contain $X_{\text{max}}$ atoms.

The final kinetic rate equation used in the hybrid model describes the net number of particles deposited on the substrate, $X_{\text{depos}}(t)$, where

$$X_{\text{depos}}(t) = \sum_{x=1}^{X_e-1} x C(x, t) + \langle x \rangle(t) C_{\text{tot}}(t). \quad (4.33)$$

Taking the time derivative of Equation 4.33 and extending Equation 4.22 to $x = (X_e - 1)$, one can use a linear combination of Equations 4.19–4.24 to obtain

$$\frac{\partial X_{\text{depos}}(t)}{\partial t} = q - \nu_{\text{a}} C_{\text{mob}}(1, t) - \nu_{\text{imp}}(1) C(1, t) \Theta(E - E_{\text{eject}})$$

$$+ \frac{1}{2} F(X_e, t) C(X_e, t). \quad (4.34)$$

From a physical standpoint, the net number of particles deposited on the substrate should be a balance between the deposition rate and losses due to evaporation and sputtering. An additional term arises, however, because of the hybrid coupling at $x = X_e$.

Equations 4.18–4.34 represent $(X_e + N + 2)$ equations in the $(X_e + N + 2)$ unknowns $C_T(t), C_{\text{mob}}(1, t), C_b(1, t), C(x, t)$ for $2 \leq x \leq (X_e - 2)$, $C_{\text{tot}}(t), \langle x \rangle(t), M_n(t)$ for $2 \leq n \leq N$, and $X_{\text{depos}}(t)$. Solving a kinetic equation for $X_{\text{depos}}(t)$ allows one to determine the unknown discrete cluster density $C(X_e - 1, t)$ as

$$C(X_e - 1, t) = \left( \frac{1}{X_e - 1} \right) \left[ X_{\text{depos}}(t) - \sum_{x=1}^{X_e-2} x C(x, t) - \langle x \rangle(t) C_{\text{tot}}(t) \right]. \quad (4.35)$$

ensuring particle conservation in the hybrid model. These equations represent a hybrid system of kinetic rate equations which model the early stages of thin film formation by energetic particle bombardment. From a computational viewpoint, this scheme is not limited by the maximum cluster size.
4.3 Characteristic Clustering Frequencies

Additional functions and definitions are needed in order to solve either the discrete (Section 4.2.1) or hybrid (Section 4.2.2) systems of kinetic clustering equations. Physical processes are modeled with a number of characteristic clustering frequencies. The frequencies at which mobile single atoms \([\nu_{m,i}(t)]\) and single traps \([\nu_{T,i}(t)]\) aggregate with other species on the substrate [where \(i = T, m, b, \) or \(x\) as described in Section 4.1] are

\[
\nu_{m,i}(t) = \frac{1}{4} a_o a(1) \nu_1 \exp \left( -\frac{E_d}{kT} \right) C_{mob}(1, t) (1 + \beta_{m,i}) (1 + \gamma_{m,i}) \quad (4.36)
\]

\[
\nu_{T,i}(t) = \frac{1}{4} a_o a_T \nu_1 \exp \left( -\frac{E_{dT}}{kT} \right) C_T(t) (1 + \beta_{T,i}) (1 + \gamma_{T,i}) \quad (4.37)
\]

where the diameters \(a_o, a(1), \) and \(a_T\) characterize the size of the substrate atoms, deposit species, and single traps; \(\nu_1\) is an average vibrational frequency for both mobile single-atom and single-trap diffusive "hops" in all directions on the substrate; and \(kT\) is the substrate temperature. The \(\beta\)'s and \(\gamma\)'s are size and motion factors for a particular interaction, as shown in Table 4.1.

The frequencies at which the deposit directly impinges on \(x\)-atom clusters and single traps are

\[
\nu_{imp}(x) = q \frac{\pi a^2(x)}{4} \quad (4.38)
\]

\[
\nu_{imp,T} = q \frac{\pi a_T^2}{4} \quad (4.39)
\]

The diameter of an \(x\)-atom cluster, \(a(x)\), is

\[
a(x) = a(1) x^r \quad (4.40)
\]
Table 4.1. Size ($\beta$'s) and Motion ($\gamma$'s) Factors

<table>
<thead>
<tr>
<th>$i$</th>
<th>$\beta_{m,i}$</th>
<th>$\beta_{T,i}$</th>
<th>$\gamma_{m,i}$</th>
<th>$\gamma_{T,i}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$\frac{\sigma_T}{\sigma^{(1)}}$</td>
<td>1</td>
<td>$\exp\left(\frac{E_d - E_T}{kT}\right)$</td>
<td>1</td>
</tr>
<tr>
<td>$m$</td>
<td>1</td>
<td>$\frac{\sigma^{(1)}}{\sigma_T}$</td>
<td>1</td>
<td>$\exp\left(\frac{E_T - E_d}{kT}\right)$</td>
</tr>
<tr>
<td>$b$</td>
<td>1</td>
<td>$\frac{\sigma^{(1)}}{\sigma_T}$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x$</td>
<td>$x^r$</td>
<td>$\frac{\sigma^{(1)} x^r}{\sigma_T}$</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

where $r$ is the growth exponent, defined over $0 \leq r < 1$. A specific value for $r$ dictates cluster geometry; for example, $r = \frac{1}{2}$ describes 2-D discs, while $r = \frac{1}{3}$ describes 3-D spheres.

Thermal oscillations can cause mobile single atoms to desorb off the substrate, as well as release bound single atoms from traps. The associated frequencies for these effects are

$$\nu_a = \nu_0 \exp\left(-\frac{E_a}{kT}\right)$$

(4.41)

$$\nu_T = \nu_2 \exp\left(-\frac{E_T}{kT}\right)$$

(4.42)

where $\nu_0$ and $\nu_2$ are characteristic vibrational frequencies.

The frequency at which $x$-atom clusters dissociate into $(x - 1)$-atom clusters and mobile single atoms depends on the cluster size, $a(x)$, as follows:

$$\nu_{diss}(x, E) = q \frac{\pi}{4} \left[a(x) + 2 \lambda(E)\right]^2 \quad \text{for} \quad a(x) < 2 \lambda(E)$$

(4.43)
\[ \nu_{\text{diss}}(x, E) = 2 \pi q \lambda(E) a(x) \quad \text{for} \quad a(x) \geq 2 \lambda(E). \quad (4.44) \]

The parameter \( \lambda(E) \) is defined as the mean free path for single-atom re-solution. Cluster dissociation occurs when an energetic particle impinges within a distance \( \lambda(E) \) from the edge of a cluster. It should be noted that the dissociation of small clusters does not require a direct impact if the cluster is within the collision cascade regime [126]. The outside edges of larger clusters can also be “chipped” off. Thus, a length of \( \lambda(E) \) extends both inside and outside a cluster, as shown in Figure 4.1.

![Diagram of cluster dissociation](image)

Figure 4.1. \( \lambda(E) \), the mean free path for single-atom re-solution, characterizes cluster dissociation.

### 4.4 Reconstructing the Continuum-Cluster Size Distribution

In order to close the hybrid system of kinetic clustering equations described in Section 4.2.2, the continuum-cluster density at \( X_c \), \( C_{\text{con}}(X_c, t) \), must be specified.
Up to this point, however, the continuum-cluster distribution function remains unknown. This Section describes the method used to determine $C_{\text{con}}(x, t)$.

It is a well-known property of a statistical distribution that if its moments are known, then the distribution itself is often completely determined. Orthogonal polynomials can be used to expand such distributions in terms of their moments. The most suitable and natural set of polynomials for this problem is the set of associated Laguerre polynomials, for these are defined over the entire positive, real axis, $x$. In this study, however, the continuum distribution function will be expanded in a series of Chebyshev-Hermite polynomials. Such expansions are known in statistics as a Gram-Charlier series [136]. They have the disadvantage that they are only asymptotically convergent in the region $x$ and $t$ both large, the basic reason being that the natural range of the Chebyshev-Hermite polynomials is the entire real axis, $x$, while the nucleation and growth process is defined only for $x$ positive. For $x$ and $(x)(t)$ both large, though, the Gram-Charlier series becomes increasingly accurate [137]. A numerical example, demonstrating the worth of the Laguerre and Chebyshev-Hermite polynomial expansion techniques to the problem of the pure growth process, has been published [138].

Using a series of Chebyshev-Hermite polynomials, the continuum-cluster distribution function for $x \geq X_c$ is

$$C_{\text{con}}(x, t) = C_{\text{Norm}}(x, t) \left\{ 1 + \sum_{j=2}^{N} A_j(t) H_j[\rho(x, t)] \right\} \quad (4.45)$$

based on using a total of $N$ moments for the reconstruction. The normal distribution, $C_{\text{Norm}}(x, t)$, is

$$C_{\text{Norm}}(x, t) = \frac{C_{\text{tot}}(t)}{\sqrt{2\pi M_2(t)}} \exp \left[ -\frac{\rho^2(x, t)}{2} \right] \quad (4.46)$$
\[ \rho(x, t) = \frac{x - \langle x \rangle(t)}{\sqrt{M_2(t)}}. \] (4.47)

The Chebyshev-Hermite polynomials, \( \mathcal{H}_j(z) \), are

\[ \begin{align*}
\mathcal{H}_0(z) &= 1 \\
\mathcal{H}_1(z) &= z \\
\mathcal{H}_j(z) &= z \mathcal{H}_{j-1}(z) - (j-1) \mathcal{H}_{j-2}(z) \quad \ldots \quad j \geq 2.
\end{align*} \] (4.48)

The expansion coefficients, \( A_j(t) \), are

\[ A_j(t) = \theta(j, t) + \sum_{n=1}^{n_{\max}} \frac{(-1)^n \theta(j - 2n, t)}{2^n n!} \] (4.49)

where \( n_{\max} = \frac{j}{2} \) for \( j \)-even, \( j \geq 2 \), or \( n_{\max} = \left( \frac{j-1}{2} \right) \) for \( j \)-odd, \( j \geq 3 \). The moment ratio functions, \( \theta(j, t) \), are given by

\[ \theta(j, t) = \frac{M_j(t)}{j! \left[ \sqrt{M_2(t)} \right]^j}. \] (4.50)

This hybrid system of kinetic clustering equations is completely closed by specifying

\[ C(X_c, t) = C_{\text{con}}(X_c, t). \] (4.51)

One may standardize the distribution by expressing it in terms of the reduced variable, \( \rho(x, t) \). The distribution in standard measure is given by

\[ C_{\text{sm}}[\rho(x, t), t] = \frac{1}{\sqrt{M_2(t)}} C_{\text{con}}(x, t) \] (4.52)

and has zero mean and unit variance. Two distributions in standard measure can be readily compared in regard to form, skewness, and other qualities, but not with respect to mean or variance.
4.5 Solving the Hybrid System of Kinetic Clustering Equations

The hybrid system of \((X_c + N + 2)\) kinetic rate equations described in Section 4.2.2 is an initial value problem whose solution depends upon the initial starting values of \(C_T(t), C_{\text{mob}}(1,t), C_b(1,t), C(x,t)\) for \(2 \leq x \leq (X_c - 2)\), \(C_{\text{tot}}(t), \langle x \rangle(t), M_n(t)\) for \(2 \leq n \leq N\), and \(X_{\text{depos}}(t)\) at some initial time \(t = t_o\). A problem exists with this formulation when one wishes to simulate a deposition event on an initially bare, defect-free substrate. Although one can readily set \(C_T(t_o) = C_{\text{mob}}(1,t_o) = C_b(1,t_o) = C(x,t_o)\) [for \(2 \leq x \leq (X_c - 2)\)] = \(X_{\text{depos}}(t_o) = 0\), the continuum characteristics \(C_{\text{tot}}(t_o), \langle x \rangle(t_o)\), and \(M_n(t_o)\) for \(2 \leq n \leq N\) remain completely undetermined. The hybrid problem is ill-posed because one cannot specify initial conditions for the unknown continuum distribution.

To circumvent this problem, the discrete system of kinetic clustering equations described in Section 4.2.1 is used to generate initial values for the hybrid system of equations. The deposition event dictates the initial values of the \((X_{\text{max}} + 2)\) discrete unknowns \(C_T(t), C_{\text{mob}}(1,t), C_b(1,t), C(x,t)\) for \(2 \leq x \leq (X_{\text{max}} - 1)\), and \(X_{\text{depos}}(t)\) at time \(t = t_o\). Solving the discrete system of kinetic clustering equations at a later time \(t^*\) (i.e., \(t^* > t_o\)) enables one to determine the \(X_{\text{max}}\) discrete cluster densities. Moments of this discrete system distribution can be determined as follows:

\[
C_{\text{tot}}(t^*) = \sum_{x=X_c}^{X_{\text{max}}} C(x,t^*) \tag{4.53}
\]

\[
\langle x \rangle(t^*) = \left( \frac{1}{C_{\text{tot}}(t^*)} \right) \sum_{x=X_c}^{X_{\text{max}}} x C(x,t^*) \tag{4.54}
\]

\[
M_n(t^*) = \left( \frac{1}{C_{\text{tot}}(t^*)} \right) \sum_{x=X_c}^{X_{\text{max}}} \left[ x - \langle x \rangle(t^*) \right]^n C(x,t^*) \quad \ldots \quad 2 \leq n \leq N. \tag{4.55}
\]
One can now use these discrete system solutions at time $t^*$ as initial starting values for the hybrid system of clustering equations, formulating a well-posed hybrid problem that begins at time $t^*$. The value of $t^*$ must be small enough and $X_{max}$ must be large enough so that the density $C(X_{max}, t^*) \simeq 0$, yet some realistic discrete system distribution still exists.

4.6 Unique Features of the Hybrid Clustering Model

The kinetic rate equations outlined in this Chapter can be numerically solved on a computer to obtain information about the nucleation kinetics and cluster size distribution characterizing the early stages of thin film formation by energetic particle bombardment. Surface defect production, sputtering, and cluster dissociation phenomena are modeled for an energetic deposition process, thus supplementing the aggregation and direct impingement reactions present in thermal deposition. The usefulness of this approach to nucleation and growth studies awaits experimental verification.

The continuum-cluster size distribution provides an indication of which physical processes are most responsible for dispersion and asymmetries in observed film structures. Such information might be used to identify deposition conditions which promote tailored film microstructures. Simulations of continuous nucleation and growth can be used to characterize many standard deposition techniques, while flux interruption effects (particularly important in MBE systems) can also be interpreted.

Simultaneously incorporating surface defect production, cluster dissociation, and sputtering phenomena into the model enables one to study the influence of energetic particle bombardment on the initial stages of nucleation and growth.
These energetic effects can be studied as separate mechanisms or as synergistic factors, and their influence on the cluster size distribution readily seen. In particular, it would be interesting to compare trapping simulations to the case of accelerated ion doping during MBE experiments, where the ion flux is low, trapping is the desired effect, and sputtering of the growing film is not significant [88]. Thermal deposition studies performed in conjunction with such energetic simulations may resolve some of the discrepancies in the current literature.

Since this dissertation is based on a computational study of the thin film formation problem, gross approximations and time-independent estimates are not needed as in previous analytical treatments. The early stages of film growth can be studied over a continuous range of time, without having to resort to restricted time-regional solutions. The influence of cluster geometry and different material systems can also be easily examined.
Chapter 5

Sensitivity Analysis of the Proposed Model

The model outlined in Chapter 4 represents a computational study of thin film formation under low-energy particle bombardment. As such, a number of model parameters are needed in order to perform a computer simulation. Many of these parameters can be judiciously estimated depending upon the deposition process and materials' system under study. Other parameters are not so easily specified. This Chapter studies the influence that several of these variables have on the thin film nucleation and growth kinetics. These parameters are grouped according to the mathematical or physical impact that each imposes on the computational results.

5.1 A Set of Reference Simulation Conditions

In order to perform a sensitivity analysis of the proposed model, a set of reference simulation conditions must first be established as a standard. These conditions consist of the following:

1. For each simulation, deposition begins on a bare, defect-free substrate at time $t = 0$. The substrate is at room temperature, 300 K.
2. Focusing on the early stages of the deposition process enables one to neglect direct impingement reactions on traps and clusters.

3. Sputtering is neglected.

4. The vibrational frequencies $\nu_e$, $\nu_1$, and $\nu_2$ are fundamental material constants of the order $10^{12}$ sec$^{-1}$.

5. Basing material-dependent parameters on the Au/NaCl system, one uses $a(1) = 2.9 \times 10^{-8}$ cm as the diameter of the Au deposit and $a_s = 2.8 \times 10^{-8}$ cm for the NaCl substrate.

6. Surface defects are features of the substrate, thus $a_T = a_s$. In reality, the substrate atoms can relax around a trap, decreasing $a_T$, but this effect is ignored.

7. Activation energies for the Au/NaCl system are taken to be $E_d = 0.16$ eV and $E_a = 0.48$ eV, based upon a consistent set of nucleation measurements for substrate temperatures between 123 and 448 K [94].

8. $E^T_q$ is equivalent to an activation energy for surface-vacancy diffusion, taken to be 0.50 eV for this study.

9. $E_T$ is estimated to be 2 $E_a = 0.96$ eV, indicative of the increased binding provided by defect sites.

10. The deposition rate is chosen to be $q = 10^{13}$ atoms/cm$^2$/sec.

11. Since Au nucleates as 3-D entities on NaCl, $r = \frac{1}{3}$ [50].

12. The effects of surface defect production and cluster dissociation are modeled with $p(E) = 10^{-3}$ and $\lambda(E) = 1.5 \times 10^{-8}$ cm, respectively.

13. For the continuum-cluster size distribution, $X_c = 5$ and $N = 4$. A four-moment reconstruction allows one to model dispersion, skewness, and kurtosis in the distribution, features readily compared with experimental observations.

Changes in any of the above conditions will impact the nucleation and growth behavior of thin films. In order to systematically limit and characterize such influences, the following kinetic variables will be analyzed:

- $C_{tot}(t)$, the total density of continuum clusters [#/cm$^2$]
- $J(X_c, t)$, the nucleation current going into the continuum [#/cm$^2$/sec]
- $\langle x \rangle(t)$, the average size of continuum clusters [atoms]
\* \( M_2(t) \), the second central moment (i.e., variance) of the continuum-cluster size distribution [dimensionless]

\* \( C_{\text{con}}(x,t) \), the continuum-cluster size distribution [\#/cm^2]

The response of these kinetic variables to proposed changes in the reference simulation conditions forms the basis of the sensitivity analysis. The strength of the model can thus be understood in terms of its sensitivity to the fundamental mathematical and physical parameters.

### 5.2 Mathematical Sensitivity Analysis

In order to demonstrate the mathematical sensitivity of the computational results, five model characteristics are investigated. These features consist of:

\* The influence of the transition cluster size for \( X_c = 5, 50, \) and \( 100 \).

\* The influence of the number of moments used for reconstructing the continuum-cluster size distribution for \( N = 2, 4, 6, 8, \) and \( 10 \).

\* The influence of the growth exponent for \( r = 0, \frac{1}{3}, \) and \( \frac{1}{2} \).

\* The effect of changes in the Hybrid System initial conditions.

\* The validity of replacing a discrete-size distribution function with a continuum-size distribution for large \( x \)-atom clusters.

The influence of \( X_c \) on the nucleation kinetics is illustrated in Figures 5.1–5.4. Since \( X_c \) is simply a marker which divides the cluster-size distribution into discrete \([1 \leq x \leq (X_c - 1)]\) and continuum \((x \geq X_c)\) regions, meaningful \( X_c \)-studies must include both regions during analysis. For clarity of presentation, the fractional substrate surface coverage, \( Z(t) \), is defined as \( X_{\text{depos}}(t) \frac{\pi \alpha^2(t)}{4} \). Figures 5.1–5.3 indicate that \( X_c \) does not influence the total cluster density, nucleation rate, and average cluster size of the complete distribution (which includes both discrete and continuum clusters; i.e., \( x \geq 1 \)). These results demonstrate that \( X_c \) is simply a
Figure 5.1. Influence of the transition cluster size, $X_c$, on the total cluster density for the complete distribution.

A mathematical variable which has no impact on the atomic clustering physics. In Figure 5.4, however, larger values of $X_c$ decrease the second moment, reducing dispersion in the distribution. This phenomenon might be an artifact of the continuum portion of the distribution. As $X_c$ is increased, the range of the continuum decreases, creating a narrower continuum distribution. Since Figure 5.4 indicates that the width of the complete distribution also decreases, this may indicate that the nucleation kinetics are more sensitive to its continuum properties, rather than its discrete characteristics.

Since no true distribution is available for the energetic deposition conditions presented in Section 5.1, a more detailed discussion of the influence of $N$ will have to wait until Chapter 6. A four-moment reconstruction was selected for the reference conditions because it allows one to model dispersion, skewness, and kurtosis in the distribution, features readily compared with experimental measurements.
Figure 5.2. Influence of the transition cluster size, $X_c$, on the cluster nucleation rate for the complete distribution.

In practice, numerical moments of order higher than the fourth are rarely used, being so sensitive to sampling fluctuations that values computed from moderate numbers of observations are subject to a large margin of error [139]. The reconstruction scheme discussed in Section 4.4 may be subject to such fluctuations, leading to oscillations in the reconstructed distribution. Section 6.2 compares a thermal particle deposition study to a known analytical solution, indicating that the reconstruction technique as well as the number of moments used for the reconstruction are both crucial to obtaining a realistic size distribution.

The influence of the growth exponent, $r$, on the thin film nucleation kinetics is studied for $r = 0, \frac{1}{2},$ and $\frac{1}{2}$. When cluster dissociation is not considered [134], continuous nucleation occurs which promotes an increase in the values of $C_{tot}(t)$, $\langle x \rangle(t)$, and $M_2(t)$ with time. Calculations also indicate that $\langle x \rangle(t)$ and $M_2(t)$,
Figure 5.3. Influence of the transition cluster size, $X_c$, on the average cluster size for the complete distribution.

as well as $\frac{\partial^2 e(t)}{\partial t^2}$ and $\frac{\partial M_2(t)}{\partial t}$, all increase with $r$ over all deposition times. Consequently, at a specific time, 2-D clusters will not only be larger than 3-D clusters, but they will grow at a much faster rate. Additionally, at the same time, the 2-D cluster distribution function will have a broader range of cluster sizes than the 3-D cluster distribution, as well as dispersing more quickly. All of these results, where dissociation is not considered, can be attributed to enhanced aggregation which is characteristic of a larger growth exponent.

Figure 5.5 shows how the continuum-cluster size distribution varies over time for $r = 0, \frac{1}{3}$, and $\frac{1}{2}$ when cluster dissociation occurs. Notice that for a specific value of $r$, the total density, average size, and the second moment (i.e., the area, mean, and width of the distribution) all increase as time progresses from $t = 1.0$ to 10.0 seconds. Although dissociation reactions strictly prohibit continuous nucleation, thermally activated aggregation processes at 300 K dominate over dissociation
Figure 5.4. Influence of the transition cluster size, $X_c$, on the second moment (i.e., variance) of the complete cluster size distribution.

Events, resulting in what appears to be continuous nucleation. At a specific time, though, Figure 5.5 indicates that a larger growth exponent promotes a larger average size and a more disperse distribution, in accordance with the purely continuous nucleation results of Reference [134]. As will be shown in Chapter 7, cluster dissociation plays a more significant role when thermally activated processes are not dominant. In the meantime, enhanced aggregation is found to promote a shift and a broadening in the calculated size distributions.

As discussed in Section 4.5, one must use Discrete System solutions as initial starting values for the Hybrid System of clustering equations in order to formulate a well-posed problem that begins at time $t^*$. If the discrete code generates the values of $C_{tot}(t^*), \langle x \rangle(t^*), \text{and } M_2(t^*)$, how do the Hybrid System kinetics depend on these initial values? Figures 5.6–5.9 address this question by plotting the temporal values of $C_{tot}(t), J(X_c, t), \langle x \rangle(t), \text{and } M_2(t)$ for ±5% variations in the
Figure 5.5. Continuum-cluster size distributions at times (a) $t = 1.0$ sec, and (b) $t = 10.0$ sec, for various values of the growth exponent, $r$. 
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initial values of $C_{tot}(t^*)$, $\langle x \rangle(t^*)$, and $M_2(t^*)$. Each Figure contains seven curves.

![Graph showing changes in total cluster density over time for different initial conditions.](image)

**Figure 5.6.** Effects of changes in the Hybrid System initial conditions on the total cluster density.

The "Base Case ICs" curve represents the temporal behavior of the specified nucleation variable subject to no perturbations in any of the initial values at $t^*$. The other six curves illustrate the temporal behavior of the nucleation variable due to a perturbation in the indicated initial condition. For instance, in Figure 5.6, the curve labeled "IC = 0.95 $\langle x \rangle(t^*)$" represents the temporal behavior of the total cluster density during a simulation which uses the values of $C_{tot}(t^*)$, 0.95 $\langle x \rangle(t^*)$, and $M_2(t^*)$ as the initial conditions for the Hybrid System kinetic variables $C_{tot}(t)$, $\langle x \rangle(t)$, and $M_2(t)$.

Using $t^* = 7.5 \times 10^{-2}$ sec, Figures 5.6–5.8 illustrate that $\pm 5\%$ variations in the initial values of $C_{tot}(t^*)$, $\langle x \rangle(t^*)$, and $M_2(t^*)$ have no influence on the total cluster density, nucleation rate, and average cluster size. In Figure 5.9, variations in $M_2(t^*)$ do not influence the temporal character of the second moment; however,
Figure 5.7. Effects of changes in the Hybrid System initial conditions on the cluster nucleation rate.

after 5 seconds of deposition, -5% variations in $C_{tot}(t^*)$ and $(x)(t^*)$ reduce $M_2(t)$ slightly, while +5% perturbations in $C_{tot}(t^*)$ and $(x)(t^*)$ increase $M_2(t)$. After 30 seconds, these changes have not caused $M_2(t)$ to deviate more than 4.5% from the "Base Case ICs" value. Such disparities are not expected to significantly influence the early stages of thin film formation.

The final mathematical sensitivity issue to be addressed concerns how well a continuum-size distribution function replaces a discrete-size distribution function for $x \geq X_c$. Using the reference simulation conditions of Section 5.1, Figure 5.10 plots the cluster size distributions that are obtained by solving the Discrete System of kinetic clustering equations outlined in Section 4.2.1, as well as the Hybrid System of kinetic clustering equations described in Section 4.2.2. The Discrete System distribution is determined with $X_{max} = 100$, thus solving ($X_{max} + 2$) = 102 equations for its solution. The Hybrid System distribution, using $X_c = 5$ and
Figure 5.8. Effects of changes in the Hybrid System initial conditions on the average cluster size.

$N = 4$, only solves $(X_c + N + 2) = 11$ equations. The most obvious problem with Figure 5.10 is that the Hybrid System exhibits a poor discrete-to-continuum coupling at the transition cluster size, $X_c$. This is undoubtedly due to the nature of the Chebyshev-Hermite polynomials used to reconstruct the continuum portion of the Hybrid System distribution; as discussed in Section 4.4, the natural range of the Chebyshev-Hermite polynomials is the entire real axis, $x$, while the cluster nucleation and growth process is defined only for $x$ positive. In Figure 5.10(a), which corresponds to a fractional substrate surface coverage of $Z(t) \approx 2.0 \times 10^{-5}$, the computations reveal that both the Discrete and Hybrid distributions possess the same total cluster density and average cluster size; however, the Discrete System distribution has a variance of $M_2(t) = 6.8$, compared to $M_2(t) = 4.4$ for the Hybrid System. As the deposition proceeds to $t = 7.5 \times 10^{-2}$ seconds [corresponding to $Z(t) \approx 3.4 \times 10^{-4}$] in Figure 5.10(b), both the Discrete and Hybrid
Figure 5.9. Effects of changes in the Hybrid System initial conditions on the second moment (i.e., variance) of the cluster size distribution.

distributions have the same total cluster density, average size, and second moment. As discussed in Section 4.4, the Hybrid System reconstructs the continuum distribution with a technique that becomes increasingly accurate for $x$ and $(x)(t)$ both large. This is shown quite well in Figure 5.10 (b) for $x > 25$.

In summary, the mathematical parameters $X_c$, $N$, and $r$ must self-consistently be determined at any particular time if one wishes to compare this model with experimental measurements. A four-moment reconstruction should be adequate for initial studies, allowing one to model dispersion, skewness, and kurtosis in the distribution, features which can be readily compared with experimental observations. Nonetheless, a new reconstruction technique should be investigated, since the current scheme employing Chebyshev-Hermite polynomials has problems coupling the discrete distribution to the continuum at $x = X_c$. The Hybrid System model is not sensitive to small fluctuations in the initial conditions, and agrees
Figure 5.10. Comparison of the Discrete System and Hybrid System cluster size distributions at times (a) $t = 7.5 \times 10^{-3}$ sec, and (b) $t = 7.5 \times 10^{-2}$ sec. The Discrete System solves 102 equations, while the Hybrid System only solves 11.
very well with the Discrete System for large cluster sizes (e.g., \( x > \langle x \rangle(t) \)). This agreement improves as the deposition proceeds in time.

## 5.3 Physical Sensitivity Analysis

Atomistic kinetic rate theory models of cluster nucleation and growth are known to be sensitive to activation energies \([10,13]\). In this study, the sensitivity of the computational results to physical material parameters is studied via \( \pm 10\% \) variations in the following activation energies:

- \( E_d \), the activation energy for mobile single-atom diffusion across the substrate
- \( E_d^T \), the activation energy for surface defect (i.e., single trap) diffusion on the substrate
- \( E_a \), the activation energy for mobile single-atom desorption off the substrate
- \( E_T \), the activation energy for releasing bound single atoms from trap sites

Before discussing these results, a description of the graphical notation used in Figures 5.11–5.14 is needed.

The abscissa is used to specify the value of an activation energy, \( E_i \) (where \( E_i \) denotes either \( E_d, E_d^T, E_a, \) or \( E_T \)). This parameter is expressed as a fraction of the reference condition value, \( E_i Base \). Section 5.1 designates \( E_{dBase} = 0.16 \) eV, \( E_{dBase}^T = 0.50 \) eV, \( E_{aBase} = 0.48 \) eV, and \( E_{TBase} = 0.96 \) eV. An “Activation Energy Ratio, \( E_i/E_i Base \)” of 1.05 thus indicates that \( E_d = 0.168 \) eV, \( E_d^T = 0.525 \) eV, \( E_a = 0.504 \) eV, or \( E_T = 1.008 \) eV. The ordinate is used to specify the ratio of a particular kinetic variable to its reference condition value.

As an example, refer to Figure 5.11 (a) where the total cluster density ratio, \( C_{tot}(t)/C_{tot}(t) Base \), is plotted as a function of the four activation energy ratios.
Now set $E_d^T = E_{d_{Base}}^T$, $E_a = E_{a_{Base}}$, and $E_T = E_{T_{Base}}$. When $E_d = E_{d_{Base}}$, the reference conditions are obtained and the total cluster density, $C_{tot}(t)$, equals $C_{tot}(t)_{Base}$. Consequently, $C_{tot}(t)/C_{tot}(t)_{Base} = 1.0$, and a solid square symbol appears at the point (1.00, 1.0). If the energies $E_d^T$, $E_a$, and $E_T$ remain constant, but the diffusion energy $E_d$ is increased to $E_d = 1.05 E_{d_{Base}}$, then the total cluster density increases to $1.09 C_{tot}(t)_{Base}$ and a solid square appears at the point (1.05, 1.09). One can thus deduce that a 5% increase in the mobile single atom diffusion energy, $E_d$, produces a 9% increase in the total cluster density when all other parameters remain unchanged from the reference simulation conditions. The remaining solid square symbols are obtained by holding the other activation energies at $E_i = E_{i_{Base}}$ and varying only $E_d$. A similar procedure is done for each individual energy.

With all this notation in mind, Figure 5.11 demonstrates the influence of $E_d$, $E_d^T$, $E_a$, and $E_T$ on the total cluster density, $C_{tot}(t)$. Increases in $E_d$ and $E_a$ both promote larger values of $C_{tot}(t)$. Increasing $E_d$ reduces the rate at which mobile single atoms aggregate with other species on the substrate, producing a large population of small-sized clusters. Increasing $E_a$ lengthens the time that a mobile single atom stays on the substrate before evaporating; this effectively increases the mobile single-atom population, leading to larger values of $C_{tot}(t)$.

In Figure 5.11(b), the cluster density also increases with $E_d^T$, indicative of enhanced nucleation on surface defect sites. Figure 5.11(a) does not exhibit this feature because the surface defect density has not yet reached a high enough level to significantly influence the clustering kinetics. $E_T$ does not alter the total cluster density in either Figure.

Figure 5.12 shows the nucleation rate dependency on activation energies. At
Figure 5.11. Influence of the activation energies $E_d$, $E_d^T$, $E_a$, and $E_T$ on the total cluster density at times (a) $t = 1.0$ sec, and (b) $t = 10.0$ sec.
Figure 5.12. Influence of the activation energies $E_d$, $E_d^T$, $E_a$, and $E_T$ on the cluster nucleation rate at times (a) $t = 1.0$ sec, and (b) $t = 10.0$ sec.
$t = 1.0 \text{ sec}$, the $E_d^T$ and $E_T$ values indicate that surface defects have not yet influenced the nucleation current. Increasing $E_d$ slows down single-atom diffusion, decreasing aggregation rates, and providing for a larger mobile single-atom population. This larger single-atom density provides a source of nucleation centers on the substrate, thus increasing the nucleation rate. The trend predicted by the $E_a$ variation will increase the mobile single-atom population, which should provide a source term to increase the nucleation current.

Figure 5.12 (b) demonstrates that after $10.0 \text{ sec}$ of deposition, the nucleation current is essentially unaffected by changes in $E_d$, $E_a$, or $E_T$. The surface defect density has now risen to a significant level so that preferred nucleation occurs on trap sites, increasing the nucleation rate. This is indicated by the enhancement of $J(X_c, t)$ with $E_d^T$ in the Figure.

Since increases in the surface diffusion energy, $E_d$, decrease cluster aggregation rates, one would expect smaller-sized clusters to be favored. This feature is clearly demonstrated in Figure 5.13. Increasing $E_a$ increases the mobile single-atom density, boosting the overall aggregation rate, and promoting a distribution of larger-sized clusters. At $t = 10.0 \text{ sec}$, the single-trap population is large enough so that surface defect influences are noticeable. Figure 5.13 (b) shows that increasing $E_d^T$ enhances the trapping ability of defect sites, reducing the average cluster size as expected. $E_T$ again has no impact on the nucleation kinetics.

Enhancing the aggregation rate by decreasing $E_d$ results in higher values of $M_2(t)$, as exemplified in Figure 5.14. As one decreases $E_a$, increasing the evaporation rate of single atoms, the single-atom population decreases, providing for a less disperse distribution. Surface defect energies do not appear to impact the second moment of the distribution.
Figure 5.13. Influence of the activation energies $E_d$, $E_d^T$, $E_a$, and $E_T$ on the average cluster size at times (a) $t = 1.0$ sec, and (b) $t = 10.0$ sec.
Figure 5.14. Influence of the activation energies $E_d$, $E_d'$, $E_a$, and $E_T$ on the second moment (i.e., variance) of the cluster size distribution at times (a) $t = 1.0$ sec, and (b) $t = 10.0$ sec.
In summary, the activation energies for mobile single-atom diffusion ($E_d$) and desorption ($E_a$) influence the single-atom population and cluster aggregation rates, which in turn impact the nucleation kinetics. Increasing $E_d$ decreases the cluster aggregation frequency, $\nu_{n,m}(t)$, whereas decreasing $E_a$ decreases the mobile single-atom density, $C_{mob}(1,t)$. Both of these features reduce the overall cluster aggregation rate, which promotes a faster nucleation rate, a smaller average cluster size, and a less disperse distribution. Since the total cluster density is proportional to the single-atom population, increases in both $E_d$ and $E_a$ promote larger cluster densities.

If a significant number of defects exist on the substrate, then preferred nucleation influences the clustering kinetics. Increasing $E_d^T$ reduces the overall rate at which surface traps interact with other species on the substrate, accelerating particle-cluster kinetics. This promotes a larger cluster density, enhanced nucleation, and a smaller average cluster size. The nucleation kinetics are more sensitive to surface defect diffusion than to defect trapping phenomena, as demonstrated in these results.
Chapter 6

Thermal Particle Deposition Studies

Thermal particle deposition processes are quite a bit easier to characterize than energetic particle depositions since surface defect production, cluster dissociation, sputtering mechanisms, particle reflection, and atomic mixing effects are absent. As a result, the comprehensive kinetic clustering model presented in Chapter 4 can be simplified when studying thermal deposition phenomena. In some cases, analytical solutions can be obtained; Section 6.1 discusses one in detail. Another analytical solution for thermal particle deposition is used in Section 6.2 to demonstrate that a numerical reconstruction of the cluster size distribution depends on both the reconstruction technique and the number of moments used to perform the reconstruction. The latter Sections of this Chapter compare model results to thermal deposition experiments and also study the role of pre-existing surface defects on the nucleation kinetics during thermal particle deposition.

6.1 A Three-Region Analytical Solution

An analytical solution of the comprehensive kinetic clustering equations outlined in Chapter 4 can be obtained for thermal deposition studies. Assuming that
thermal deposition begins on a bare, defect-free substrate at time \( t = 0 \), and
that only the early stages are considered when direct impingement reactions are
negligible, the Discrete System Equations 4.2, 4.4, and 4.5 become

\[
\frac{\partial C_{\text{mob}}(1, t)}{\partial t} = q - \nu_a C_{\text{mob}}(1, t) - 2 \nu_{m,m}(t) C_{\text{mob}}(1, t) - \frac{1}{2} \nu_{m,m}(t) \sum_{x=2}^{\infty} C(x, t)
\]

(6.1)

\[
\frac{\partial C(2, t)}{\partial t} = \nu_{m,m}(t) C_{\text{mob}}(1, t) - \nu_{m,2}(t) C(2, t)
\]

(6.2)

\[
\frac{\partial C(x, t)}{\partial t} = \nu_{m,x-1}(t) C(x-1, t) - \nu_{m,x}(t) C(x, t) \quad \ldots \quad x \geq 3
\]

(6.3)

To derive the above equations, the growth exponent is assumed to be \( r = 0 \). This
is certainly a reasonable simplification, since the early nucleation and growth
stages are primarily determined by the change with time of the mobile single
atom population, \( C_{\text{mob}}(1, t) \). Making an allowance for size-dependent growth (i.e.,
\( r \neq 0 \)) results only in a quantitative change in the results.

Equation 6.1 reads as follows: The change with time of the density of mobile
single atoms is equal to the number \( q \) arriving, less the number \( \nu_a C_{\text{mob}}(1, t) \) of
atoms that evaporate from the substrate, due to their limited residence time.
Mobile single atoms then disappear as a result of dimer formation and as a result
of aggregation with other clusters on the substrate. For Equation 6.2, the change
with time of the concentration of dimers is equal to the difference between the
rate of dimer formation and the rate at which they are converted into trimers.
The equations for \( x \)-atom clusters of \( x \geq 3 \) are analogous.

The analytical solution for this thermal deposition problem provides insight
into the temporal behavior of the following two quantities:
\( C_{\text{mob}}(1, t) \), the mobile single atom density \([\#/\text{cm}^2]\)

\( C_{\text{agg}}(t) = \sum_{a=2}^{\infty} C(a, t) \), the aggregate cluster density \([\#/\text{cm}^2]\)

Since defect sites do not exist in this study, no bound single atoms are present and \( C(1, t) = C_{\text{mob}}(1, t) \); i.e., all single atoms are mobile. The aggregate cluster density is the variable that can be compared with experimental results, since it is very difficult to measure single-atom densities and small-cluster populations on a surface. The fact that electron microscopy can only resolve clusters containing as few as 5 to 15 atoms has no influence, since at the normal observation periods of \( t \geq 1 \) sec, the proportion of unobservable clusters can be neglected [62].

The aggregate cluster density is obtained by first summing up all of the kinetic rate equations described by Equations 6.2 and 6.3:

\[
\sum_{a=2}^{\infty} \frac{\partial C(1, t)}{\partial t} = \nu_{m,m}(t) C_{\text{mob}}(1, t) = \Gamma C_{\text{mob}}^2(1, t)
\]

(6.4)

where the diffusion coefficient, \( \Gamma \), is

\[
\Gamma = a_0 a(1) \nu_1 \exp \left( -\frac{E_d}{kT} \right).
\]

(6.5)

Taking the time integral of Equation 6.4 yields

\[
C_{\text{agg}}(t) = \sum_{a=2}^{\infty} C(a, t) = \Gamma \int_0^t C_{\text{mob}}^2(1, t') dt'.
\]

(6.6)

Substituting Equation 6.4 into Equation 6.1, and using the definition of \( \Gamma \), a new kinetic equation can be obtained for \( C_{\text{mob}}(1, t) \):

\[
\frac{\partial C_{\text{mob}}(1, t)}{\partial t} = q - \nu_a C_{\text{mob}}(1, t) - 2\Gamma C_{\text{mob}}^2(1, t) - \frac{1}{2} \Gamma^2 C_{\text{mob}}(1, t) \int_0^t C_{\text{mob}}^2(1, t') dt'.
\]

(6.7)

Equation 6.7 is a non-linear, integro-differential equation for the density of mobile single atoms. This equation cannot be solved in closed form, thus numerical methods must be used for its evaluation.
Numerical solutions of these kinetic rate equations show that the change with time of the mobile single atom density \( C_{\text{mob}}(1, t) \) can be divided into three regions. Region I encompasses the very short times when \( C_{\text{mob}}(1, t) \) is so small that all of the expressions on the RHS of Equation 6.7 can be neglected with the exception of \( q \). As a result, \( C_{\text{mob}}(1, t) = q \cdot t \).

In Region II, the substrate temperature is high and the desorption frequency \( \nu_a \) is so large that evaporation dominates. Consequently, \( \partial C_{\text{mob}}(1, t) / \partial t = q - \nu_a C_{\text{mob}}(1, t) \) and \( C_{\text{mob}}(1, t) = q \tau_a \left[ 1 - \exp(-t/\tau_a) \right] \) where \( \tau_a = \nu_a^{-1} \). For times \( t \geq 5 \tau_a \), one has \( C_{\text{mob}}(1, t) \approx q \tau_a \).

Region III occurs at longer times, after numerous clusters have been formed. The density of mobile single atoms drops, since they are consumed by aggregation with larger clusters. Evaporation and dimer formation can also be neglected. Essentially, all the atoms \( q \) arriving at the substrate are consumed by addition to the aggregates. Instead of Equation 6.7, the following condition holds:

\[
q = \frac{1}{2} \Gamma^2 C_{\text{mob}}(1, t) \int_0^t C_{\text{mob}}^2(1, t') \, dt'.
\] (6.8)

Dividing both sides of Equation 6.8 by \( C_{\text{mob}}(1, t) \) and differentiating yields

\[
- \frac{d C_{\text{mob}}(1, t)}{C_{\text{mob}}^4(1, t)} = \left( \frac{\Gamma^2}{2q} \right) \, dt.
\] (6.9)

Integrating Equation 6.9 gives \( C_{\text{mob}}(1, t) \) in Region III as

\[
C_{\text{mob}}(1, t) = \left( \frac{2q}{3 \Gamma^2} \right)^{1/3} t^{-1/3}.
\] (6.10)

The aggregate cluster density, \( C_{\text{agg}}(t) \), can be determined for each of the three regions by substituting the appropriate expression for \( C_{\text{mob}}(1, t) \) into Equation 6.6 and performing the indicated integration. Table 6.1 shows the results for each region.
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Table 6.1. Three-Region Analytical Solutions for Thermal Deposition

<table>
<thead>
<tr>
<th>Region</th>
<th>Equation 6.7 Simplifies To:</th>
<th>$C_{mob}(1,t)$</th>
<th>$C_{agg}(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>$\frac{\partial C_{mob}(1,t)}{\partial t} = q$</td>
<td>$qt$</td>
<td>$(\frac{\Gamma q^2}{3}) t^3$</td>
</tr>
<tr>
<td>II</td>
<td>$\frac{\partial C_{mob}(1,t)}{\partial t} = q - \nu_a C_{mob}(1,t)$</td>
<td>$q \tau_a$ for $t \geq 5 \tau_a$</td>
<td>$(\Gamma q^2 \tau_a^2) t$</td>
</tr>
<tr>
<td>III</td>
<td>$q = \frac{1}{2} \Gamma^2 C_{mob}(1,t) \int_0^t C_{mob}^2(1,t') dt'$</td>
<td>$(\frac{2q}{31^2})^{1/3} t^{-1/3}$</td>
<td>$(\frac{12a^2}{1^2})^{1/3} t^{1/3}$</td>
</tr>
</tbody>
</table>

Figures 6.1 and 6.2 compare numerical solutions of $C_{mob}(1,t)$ and $C_{agg}(t)$ with the analytical results in Table 6.1. The numerical curves are based on the standard reference conditions listed in Section 5.1, but for thermal deposition conditions and $r = 0$. These curves show that the approximate analytic solutions agree very well with the numerically calculated solutions, with of course the exception of the transitions between the different regions. The analytic solutions in Region II overestimate the numerical results, indicating that aggregation reactions are significant and should probably be considered in the Region II kinetic equation for $C_{mob}(1,t)$. The overall agreement, however, lends credence to the kinetic clustering model presented in Chapter 4.

6.2 Influence of the Reconstruction Technique

The Hybrid System model discussed in Chapter 4 uses a set of Chebyshev-Hermite polynomials to reconstruct the continuum-cluster size distribution, $C_{con}(x,t)$, from
Figure 6.1. Comparing a numerical solution of the mobile single atom density with a three-region analytical approximation for a thermal deposition study.

the $N$ calculated moments, $M_n(t)$. In this Section, an analytical solution of a thermal deposition problem is used to demonstrate that the reconstruction technique as well as the number of moments used to perform the reconstruction are both crucial to obtaining realistic size distributions.

The general problem of reconstructing a distribution function from its moments is well established in various areas of physics (e.g., ion implantation studies [140]). It is clear, however, that the information obtained from a finite set of $N$ moments cannot be sufficient to uniquely determine the unknown function. The problem is therefore to find, among the class of functions all having the same prescribed $N$ moments, the most reasonable distribution in some sense.

A number of reconstruction schemes are available which might be technically
Figure 6.2. Comparing a numerical solution of the aggregate cluster density with a three-region analytical approximation for a thermal deposition study.

classified as linear or non-linear in character. In a linear reconstruction, the function is expanded in a set of orthogonal functions where the expansion coefficients are determined by the moment constraints. Making use of the orthogonality relations, the result is obtained in closed form. For functions close to a normal distribution, this method gives quite satisfactory results [140]. It completely fails, however, for highly skewed functions, as will be shown in Section 6.2.1. One severe problem inherent in all linear schemes is that the reconstructed distribution may assume negative values which are physically impossible for the true distribution.

Non-linear reconstruction techniques assume a certain form for the unknown distribution. Adjustable free parameters are used to give the correct moments. This method is especially powerful, for instance, if theoretical considerations suggest some specific functional form. Certainly the reconstructed function can be
forced to be non-negative. Nonetheless, since these methods are essentially non-linear, existence and uniqueness of a solution might pose a serious problem in some cases.

Zinsmeister [63] has obtained an analytical solution for the cluster size distribution in a thermal deposition study for the case of complete condensation (i.e., evaporation is negligible and all deposited particles are accommodated on the substrate). In this Section, linear and non-linear reconstruction methods are used to compare numerical distributions with Zinsmeister's true solution. These results indicate that the computed size distribution depends upon the reconstruction technique, and also provide an indication of the influence of the number of moments used during a reconstruction.

### 6.2.1 Linear Reconstruction Methods

The simplest possible approach to the undetermined finite moment problem is to expand the unknown distribution function in an orthogonal series and make the solution unique by truncation of the higher Fourier terms. To determine the unknown distribution function, \( f(x) \), consider the set of orthogonal polynomials, \( P_m(x) \), where

\[
P_m(x) = \sum_{n=0}^{m} c_{mn} x^n
\]  

in the sense that their scalar product is

\[
\int_{\mathcal{R}} P_m(x) P_n(x) w(x) \, dx = \delta_{m,n}
\]  

where the region of integration \( \mathcal{R} \) may be finite or infinite, \( w(x) \) is an appropriate weight function, and \( \delta_{m,n} = 1 \) for \( m = n \) but zero otherwise. Let \( f(x) \) be a function whose moments

\[
\mathcal{M}_n = \int_{\mathcal{R}} x^n f(x) \, dx
\]
are known. Now expand \( f(x) \) in a generalized Fourier series,

\[
f(x) = \sum_{m=0}^{\infty} a_m P_m(x) w(x). \tag{6.14}
\]

Using the orthogonality relation of Equation 6.12, the coefficients \( a_m \) are

\[
a_m = \int_{\mathcal{R}} P_m(x) f(x) \, dx. \tag{6.15}
\]

Inserting Equation 6.11 for \( P_m(x) \) into Equation 6.15 yields

\[
a_m = \sum_{n=0}^{m} c_{mn} \mathcal{M}_n. \tag{6.16}
\]

Substituting this result into Equation 6.14 gives the unknown distribution function, \( f(x) \), in terms of the known moments, \( \mathcal{M}_n \), and orthogonal polynomials, \( P_m(x) \):

\[
f(x) = \sum_{m=0}^{\infty} \left[ \sum_{n=0}^{m} c_{mn} \mathcal{M}_n \right] P_m(x) w(x). \tag{6.17}
\]

For \( w(x) = e^{-x^2/2\sigma^2} \), the \( P_m(x) \) are the Hermite polynomials and Equation 6.17 is identical to the Gram-Charlier series [136] with \( x \) replaced by \( x - \langle x \rangle \) and \( \sigma^2 = \langle x^2 \rangle - \langle x \rangle^2 \). Likewise, for \( w(x) = e^{-\alpha x} \), the \( P_m(x) \) are the Laguerre polynomials. In this case, there is some ambiguity in choosing an appropriate parameter \( \alpha \).

Figure 6.3 shows a set of distribution functions in which a Gram-Charlier series reconstruction [141] is compared to the true solution for the complete condensation problem studied by Zinsmeister [63]. Numerical solutions using 2, 4, 6, 8, and 10-moment reconstructions are presented. None of these curves approximates the true distribution satisfactorily. Convergence is slow, and if the exact solution was not known, the behavior could be quite misleading. For example, by only looking at the curves for 2 and 4 moments, one might be tempted to conclude that the 4-moment reconstruction must already be close to the true solution since
Figure 6.3. Analytical and numerical size distributions for a thermal atom deposition study. The numerical distributions are based on an $N$-moment Gram-Charlier reconstruction technique.

it deviates from the 2-moment solution by very little. Clearly, this is not so. Even worse, going to higher moments does not improve matters very much but creates rather pronounced oscillations, suggesting a bimodal distribution. These oscillations become more severe as the number of moments increases.

6.2.2 Non-Linear Reconstruction Methods

Non-linear reconstruction techniques can circumvent many of the problems associated with linear schemes (e.g., negative values, slow convergence, and violent oscillations) by assuming a certain form for the unknown function with adjustable free parameters to give the correct moments. One such method, called the Maximum Entropy Principle (MEP) [142,143] has gained much interest in recent years [144,145]. Its main drawback is that the distribution function is not explicitly given, thus one has to solve a system of non-linear simultaneous equations.
Among the infinite number of distribution functions \( \tilde{f}(x) \) that satisfy Equation 6.13 for \( n = 0, 1, \ldots, N \) moments, the MEP technique chooses the one with the highest entropy, \( S \), where

\[
S = - \int_{\mathcal{R}} \tilde{f}(x) \ln \frac{\tilde{f}(x)}{p(x)} \, dx.
\]  \hspace{1cm} (6.18)

The function \( p(x) \) is an appropriate measure or prior probability [146]. This technique is recognized as a variational principle whose solution is obtained by the well-known method of Lagrange multipliers. The entropy, \( S \), is maximized subject to the moment constraints of Equation 6.13; that is, the Lagrange multipliers \( \lambda_k \) have to be determined from the conditions that \( \tilde{f}(x) \) has its first \( N \) moments fixed,

\[
\int_{\mathcal{R}} \exp \left( - \sum_{k=0}^{N} \lambda_k x^k \right) x^n \, dx = \mathcal{M}_n, \quad n = 0, 1, \ldots, N.
\]  \hspace{1cm} (6.19)

This gives the result

\[
\tilde{f}(x) = p(x) \exp \left( - \sum_{k=0}^{N} \lambda_k x^k \right).
\]  \hspace{1cm} (6.20)

Equation 6.19 represents a set of non-linear simultaneous equations. A numerical treatment involves numerical integration and some sort of root-finding algorithm.

The MEP technique has been used to compare numerical solutions [141] of the distribution function to the true analytical solution for the complete condensation problem investigated by Zinsmeister [63]. Figure 6.4 shows these results. The curve using 2 moments is the same curve as in Figure 6.3, since in this case Equation 6.19 produces a normal distribution. Convergence to the true solution is much faster than in Figure 6.3. There are also oscillations here, but unlike in Figure 6.3, they decrease with an increasing number of moments.

Although the MEP technique gives a better reconstruction of the distribution (as compared to the Gram-Charlier series), it systematically underestimates the
Figure 6.4. Analytical and numerical size distributions for a thermal atom deposition study. The numerical distributions are based on an $N$-moment Pure MEP reconstruction technique.

distribution for small clusters. To solve this problem, a constrained MEP technique is used in which the $N^{th}$ moment constraint in Equation 6.19 is replaced by the boundary constraint

$$\tilde{f}(x_s) = p(x_s) \exp \left( - \sum_{k=0}^{N} \lambda_k x_s^k \right)$$  \hspace{1cm} (6.21)

where $x_s$ is the smallest cluster size and $\tilde{f}(x_s)$ is its prescribed value. The resulting function $f(x)$ will not be the one with maximum entropy, but will give a better approximation for small clusters.

Figure 6.5 shows results for a constrained MEP reconstruction with $x_s = 1$ [141] with Zinsmeister's [63] true analytical solution. Compared to the curves in Figure 6.4, this constrained approximation is better for small clusters where there are fewer oscillations in the reconstruction. The reproduction of the sharp peak at large cluster sizes is no worse than for the pure MEP reconstruction.
Figure 6.5. Analytical and numerical size distributions for a thermal atom deposition study. The numerical distributions are based on an $N$-moment Constrained MEP reconstruction technique.

### 6.2.3 Comparison of Linear and Non-Linear Reconstructions

In order to compare the relative merits of the Gram-Charlier, pure MEP, and constrained MEP reconstruction techniques, Figure 6.6 illustrates a quantitative measure of convergence according to the $L_2$-norm, where the relative error is

$$\text{Relative Error} = \left( \frac{\int_{R} [f(x) - \tilde{f}(x)]^2 \, dx}{\int_{R} f^2(x) \, dx} \right)^{1/2} \quad (6.22)$$

where $f(x)$ denotes the exact distribution and $\tilde{f}(x)$ its approximation. As the number of moments used increases, the Gram-Charlier series converges very weakly to the true solution, whereas the pure and constrained MEP schemes converge relatively quickly. Notice that the global error according to Equation 6.22 is less for
Figure 6.6. Convergence of various reconstruction techniques based on the $L_2$-norm.

The pure MEP method than for the constrained MEP technique, although the latter displays much better behavior for small clusters. These results demonstrate that accurate reproduction of the cluster size distribution depends on both the reconstruction technique employed and the number of moments used.

6.3 Comparing the Model to Thermal Deposition Experiments

The purpose of this dissertation is to develop a comprehensive theoretical model to investigate the initial stages of thin film nucleation and growth under low-energy particle bombardment. Consequently, one may wonder how well the model "agrees" with experimental results in order to assess its reliability. There are several problems with such a comparison. First of all, tractable theories are usually
developed which only model a finite set of observable or well-known physical phenomena. These features are often measured during experiments. Nonetheless, extraneous factors, ones which the experimentalist is not aware of and the theoretician fails to consider, can subtly influence such measurements. Additionally, past theoretical studies have faltered primarily because of a scarcity of comprehensive experimental data which would have served to better guide theoretical efforts as well as to confirm or deny specific theoretical descriptions. Experimental work has also suffered from misguided theories.

Theory and experiment both have a number of variables which can be controlled during an investigation. In the realm of thin film formation, it is relatively easy to obtain agreement between data of the kind collected in nucleation and growth kinetic studies and a range of possible models. The difficult part is identifying the physical processes responsible for the observed behavior. Therefore, the first task in confirming the validity of a theoretical model is to establish confidence in attributing physical significance to the processes under study. In so doing, a theory should be consistent with itself, even if it does not necessarily agree with experiment [147].

This Section begins with a general investigation of how the deposition rate and substrate temperature influence a thermal deposition experiment. Using the reference conditions of Section 5.1, deposition rates of \( q = 10^{13}, 10^{14}, \) and \( 10^{15} \) particles/cm\(^2\)/sec are studied, as well as substrate temperatures of \( kT = 100, 200, \) and 300 K. Figures 6.7–6.10 illustrate the effects of higher particle flux.

As the deposition rate is increased, more particles are available which drive the nucleation kinetics forward. The total cluster density and nucleation rate both increase simply because more particles and nucleation centers exist on the substrate. The average size subsequently increases, followed by a wider range of
cluster sizes (i.e., more dispersion) in the deposit.

Temperature effects manifest themselves through the thermally activated processes of diffusion and desorption. At higher substrate temperatures, enhanced diffusion increases the rate at which mobile single atoms aggregate with other species on the substrate, producing a small population of large-sized clusters. Higher temperatures also increase the evaporation rate of mobile single atoms, reducing the $C_{mol}(1, t)$ population, leading to smaller values of $C_{tot}(t)$. This is shown in Figure 6.11. At lower temperatures, the higher single-atom densities increase the number of nucleation centers on the substrate, increasing the nucleation rate as shown in Figure 6.12. Figures 6.13 and 6.14 demonstrate that increased aggregation and single-atom desorption losses at higher temperatures naturally produce a wider distribution of larger clusters.

The above dependence of the nucleation kinetics on the deposition rate and
Figure 6.8. Influence of deposition rate, $q \, [\#/cm^2/sec]$, on the cluster nucleation rate for a thermal deposition study.

substrate temperature have been well documented in the literature for a variety of deposit/substrate systems [10,13]. In particular, one of the most extensively studied systems is that of gold films vapor deposited onto sodium chloride single crystals. Presumably the reason for this is that gold represents a relatively inert, high atomic number deposit that is easily vaporized and readily accommodated on atomically flat regions of NaCl. In addition, the NaCl substrate is readily dissolved away in water to leave the deposited gold, usually supported in an overlayer of carbon, to be examined by transmission electron microscopy where it exhibits excellent resolution.

Since a wealth of experimental data characterizes the Au/NaCl system, it would appear to be a logical candidate to compare with theory. However, to judiciously apply the model presented in Chapter 4 to any nucleation system, one must realize that the model only considers single atoms to be mobile; larger
Figure 6.9. Influence of deposition rate, \( q \) [\#/cm\(^2\)/sec], on the average cluster size for a thermal deposition study.

\( x \)-atom clusters cannot migrate on the substrate. Thus, consistent comparisons can only be made with experimental data which is known not to be influenced by cluster mobility effects. Fortunately, the Au/NaCl system is one of the few thin film systems that affords one this advantage.

A collection of experimental data indicates that Au clusters are mobile on NaCl substrates at temperatures as low as \( 133 \) K [94,148]. Taking this into account leaves only a paucity of data available to the theorist, this being in the form of cluster density measurements at 123 and \( 128 \) K during thermal deposition experiments. Using the reference conditions in Section 5.1, which are based on the Au/NaCl system, Figure 6.15 compares calculated cluster density curves at 123 and \( 128 \) K with the experimental data at these temperatures. To compare with these experiments, the numerical solution uses \( E_d = 0.136 \) eV, which is just outside the range of the currently accepted value of \( E_d = 0.155 \pm 0.015 \) eV [149].
Figure 6.10. Influence of deposition rate, \( q \, [\#/cm^2/sec] \), on the second moment (i.e., variance) of the cluster size distribution for a thermal deposition study.

Considering the number of unknowns involved, this agreement lends additional testament to the model.

6.4 Role of Pre-Existing Defects

Although surface defects are not generated during thermal particle deposition, a substrate may contain imperfections, debris, or other irregularities which can influence cluster nucleation and growth. In this Section, the role of pre-existing surface defects is examined (also known as “the dirty substrate problem”). Using the standard reference conditions of Section 5.1, a thermal particle deposition study is performed with the assumption that deposition begins on a defect-covered substrate at time \( t = 0 \). Initially, atomic clusters do not exist, however, surface traps are assumed to uniformly populate the substrate with a density \( C_T(t = 0) = \)
Figure 6.11. Influence of substrate temperature, $kT$, on the total cluster density for a thermal deposition study.

$C_T^0$.

Since the substrate lattice parameter is $a_o$, the number of available substrate lattice sites is approximately $N_{sites} = a_o^{-2} \approx 1.3 \times 10^{18}$ sites/cm$^2$. Three values of $C_T^0$ are chosen in order to investigate the role of pre-existing defects: $C_T^0 = 0$ describes a bare, defect-free substrate, while $C_T^0 = 0.1\% N_{sites}$ describes a lightly-defected surface. A heavily-defected substrate is studied with $C_T^0 = 1.0\% N_{sites}$.

Figures 6.16–6.19 illustrate the role of pre-existing defects on the nucleation kinetics. Defects trap a significant portion of the single atom population, converting mobile singles into bound single atoms. Figure 6.16 shows that higher defect concentrations provide more trapping sites, significantly decreasing the mobile single atom density. Since defects increase the number of bound single atoms, preferred nucleation occurs which increases the total cluster density as demonstrated in Figure 6.17. Nonetheless, Figures 6.18 and 6.19 show that the average
Figure 6.12. Influence of substrate temperature, $kT$, on the cluster nucleation rate for a thermal deposition study.

Cluster size and second moment both decrease with increasing defect concentrations; this is due to the fact that the nucleation and growth kinetics are dictated by the mobile single atom population which has decreased due to trapping effects. Similar trends have been exhibited in thermal deposition experiments in which surface defects were known to exist on the substrate before deposition [150].
Figure 6.13. Influence of substrate temperature, $kT$, on the average cluster size for a thermal deposition study.

Figure 6.14. Influence of substrate temperature, $kT$, on the second moment (i.e., variance) of the cluster size distribution for a thermal deposition study.
Figure 6.15. Numerically calculated cluster density curves and experimental measurements. The comparison is based on a Au/NaCl thermal deposition study in which only single atoms are mobile.

Figure 6.16. Role of pre-existing defects on the mobile single atom density for a thermal deposition study.
Figure 6.17. Role of pre-existing defects on the total cluster density for a thermal deposition study.

Figure 6.18. Role of pre-existing defects on the average cluster size for a thermal deposition study.
Figure 6.19. Role of pre-existing defects on the second moment (i.e., variance) of the cluster size distribution for a thermal deposition study.
Chapter 7

Energetic Particle Deposition Studies

Low-energy particle-surface interactions can affect nucleation kinetics through the creation of preferred adsorption sites, cluster dissociation, and surface sputtering. This Chapter investigates the individual roles that surface defect production and cluster dissociation play during the early stages of thin film formation. Analysis of these results provides an additional understanding of the nature, rather than the detail, of the nucleation phenomena.

7.1 Influence of Surface Defect Production

The reference simulation conditions of Section 5.1 are used to study the effects of surface defect production on cluster nucleation kinetics under the assumption of no cluster dissociation, i.e., $\lambda(E) = 0$. Trap production is modeled with three values of $p(E)$ indicative of thermal [$p(E) = 0$], low-energy [$p(E) = 10^{-4}$], and high-energy [$p(E) = 10^{-3}$] particle bombardment, where $p(E)$ is the average number of surface defects produced by each deposited particle. Figure 7.1 demonstrates that surface defect production enhances the nucleation rate for coverages $Z(t) > 10^{-8}$. This promotes an increase in the total cluster density, as shown in Figure 7.2. It
Figure 7.1. Influence of the surface defect production parameter, $p(E)$, on the cluster nucleation rate.

It should be recognized that a certain incubation time is required, however, before changes in the nucleation phenomena are evident. This is clearly supported by Figure 7.3, where cluster size distributions at deposition times of $t = 0.01$ sec [$Z(t) \simeq 3 \times 10^{-8}$] and $t = 20.0$ sec [$Z(t) \simeq 0.13$] are displayed. In Figure 7.3(a), one cannot distinguish any differences in the calculated size distributions. As the deposition proceeds and traps have a chance to influence the kinetics, Figure 7.3(b) illustrates that defect production reduces both the average cluster size and the range of cluster sizes present on the substrate.

In summary, surface defect production creates preferred nucleation sites on a substrate, increasing the cluster nucleation rate, leading to larger nuclei densities and smaller cluster sizes. Films produced in this manner possess narrower size distributions, indicating that energetic particle bombardment can produce a more uniform distribution of cluster sizes during the early growth stages. It would be
Figure 7.2. Influence of the surface defect production parameter, \( p(E) \), on the total cluster density.

It is interesting to compare these trapping simulations to the case of accelerated ion doping during MBE experiments, where the ion flux is low, trapping is the desired effect, and sputtering of the growing film is not significant [88].

### 7.2 Influence of Cluster Dissociation

Cluster dissociation effects on thin film growth kinetics are studied with the reference simulation conditions of Section 5.1, but under the assumption of no surface defect production, i.e., \( p(E) = 0 \). Dissociation is modeled with two values of \( \lambda(E) \) to simulate both thermal \( [\lambda(E) = 0] \) and energetic \( [\lambda(E) = 1.5 \times 10^{-8} \text{ cm}] \) particle bombardment. It should be recognized that in this study, the dissociation mechanism competes with thermally activated processes, namely single-atom desorption and aggregation. Any observed effect that cluster dissociation has on the nucleation kinetics will thus be dependent upon the particular temperature.
Figure 7.3. Continuum-cluster size distributions at times (a) $t = 0.01$ sec, and (b) $t = 20.0$ sec, for various values of the surface defect production parameter, $p(E)$. 
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used in the study. For the Au/NaCl system, experiments reveal that cluster mobility is a dominant process even down to a temperature of 133 K; dimers and larger clusters can only be considered immobile at temperatures below 128 K [94]. Since the current model considers that only single atoms are mobile (see Assumptions 6 and 7 in Section 4.1), these dissociation studies are restricted to substrate temperatures of 75, 100, and 125 K in order to be consistent with experimental observations.

During the early growth stages (e.g., less than 15% coverage) at the low substrate temperature of 75 K, dissociation promotes a decrease in the nucleation rate, leading to somewhat smaller cluster densities, as shown in Figures 7.4 and 7.5. The destructive nature of the dissociation process also produces a smaller

---

**Figure 7.4.** Influence of cluster dissociation on the cluster nucleation rate. The thermal case corresponds to $\lambda(E) = 0$, while the energetic case has $\lambda(E) = 1.5 \times 10^{-8} \text{ cm}$. 
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Figure 7.5. Influence of cluster dissociation on the total cluster density. The thermal case corresponds to \( \lambda(E) = 0 \), while the energetic case has \( \lambda(E) = 1.5 \times 10^{-8} \) cm.

average cluster size, as well as a more disperse size distribution, as shown in Figures 7.6 and 7.7. At the higher substrate temperatures of 100 and 125 K, the thermally activated desorption and aggregation reactions become more prevalent. The calculations indicate that cluster dissociation does not influence the nucleation kinetics at these higher temperatures.

Previous experiments studying the effects of ion bombardment on thin film growth have reported a decrease in the nucleation rate, leading to larger average cluster sizes \([92,151]\). These larger island sizes were attributed to a combination of ion bombardment effects which included enhanced adatom surface diffusion, sputtering, and the dissociation of small islands and clusters. The low-temperature dissociation results presented in this Section, which do not consider enhanced adatom surface diffusion or sputtering, indicate that cluster dissociation
Figure 7.6. Influence of cluster dissociation on the average cluster size. The thermal case corresponds to $\lambda(E) = 0$, while the energetic case has $\lambda(E) = 1.5 \times 10^{-8}$ cm.

decreases the nucleation rate (in agreement with the quoted experiments), but decreases the average cluster size. This discrepancy may be due to the fact that the model assumes that any s-atom cluster can dissociate, thus attributing too much importance to dissociation. Other ion bombardment experiments [93], however, agree with the model calculations. Such differences require further investigation.

### 7.3 Additional Remarks

One should realize that the selected values chosen for the dissociation and trapping parameters, $\lambda(E)$ and $p(E)$, remain open to scrutiny. Molecular dynamics simulations for low-energy ion irradiation studies could possibly be designed to provide actual estimates of $\lambda(E)$ and $p(E)$ as functions of bombardment energy, $E$. Recent computer simulations indicate that $\lambda(E) \approx 3 - 5 \times 10^{-8}$ cm for 100
Figure 7.7. Influence of cluster dissociation on the second moment (i.e., variance) of the cluster size distribution. The thermal case corresponds to \( \lambda(E) = 0 \), while the energetic case has \( \lambda(E) = 1.5 \times 10^{-8} \) cm.

eV Cu neutrals incident on a (100) Cu surface [126]. Choosing \( \lambda(E) = 1.5 \times 10^{-8} \) cm enables one to model dissociation in the Au/NaCl system with Equation 4.44, greatly simplifying one aspect of the computations. Again, by selecting a range of \( \lambda(E) \) and \( p(E) \) values, one is able to study the effects of cluster dissociation and surface defect production, but not the details.

The activation energies \( E_d^T \) and \( E_T \) must also be accurately determined for more quantitative studies. Assuming that \( E_d^T \) is equivalent to an activation energy for surface-vacancy diffusion is probably not a bad approximation. Nonetheless, the manner in which traps or other defects influence the nucleation kinetics may be more complicated than currently modeled. Modulated-beam mass spectrometry and thermally stimulated desorption measurements have been used to determine the binding energy of preferred adsorption sites produced by ion irradiation [152,
153], thus promising better estimates of $E_T$. 
Chapter 8

Recommendations and Conclusions

The initial stages of thin film nucleation and growth under low-energy particle bombardment have been investigated with a comprehensive hybrid model that couples a set of discrete kinetic rate equations to a Fokker-Planck-type continuum. As a result, only a few equations are needed to model simple atomic clustering, the total number not being dictated by the size of the largest cluster.

A sensitivity analysis of the model reveals that the transition cluster size, \( X_c \), is simply a mathematical variable which does not influence the atomic clustering physics. The problem of coupling the set of discrete kinetic equations to the continuum at \( x = X_c \) seems to be an artifact of the technique used to reconstruct the continuum-cluster size distribution from a finite set of moments. Various reconstruction schemes were considered and indicate that a non-linear method may resolve the discrete-to-continuum coupling problem if one uses enough moments. Although the current model employs a linear reconstruction technique based on a set of Hermite polynomials, the Hybrid System model is not sensitive to small fluctuations in the initial conditions and agrees very well with the Discrete System for large cluster sizes (e.g., \( x > \langle x \rangle(t) \)).
Atomistic kinetic rate theory models of cluster nucleation and growth are known to be sensitive to activation energies. The activation energies for mobile single-atom diffusion ($E_d$) and desorption ($E_a$) influence the single-atom population and cluster aggregation rates, which in turn impact the nucleation kinetics. Increasing $E_d$ decreases the cluster aggregation frequency, $\nu_{m,i}(t)$, whereas decreasing $E_a$ decreases the mobile single-atom density, $C_{mos}(1,t)$. Both of these features reduce the overall cluster aggregation rate, which promotes a faster nucleation rate, a smaller average cluster size, and a less disperse distribution. Since the total cluster density is proportional to the single-atom population, increases in both $E_d$ and $E_a$ promote larger cluster densities.

If a significant number of defects exist on the substrate, then preferred nucleation influences the clustering kinetics. Increasing $E_d^T$ reduces the overall rate at which surface traps interact with other species on the substrate, accelerating particle-cluster kinetics. This promotes a larger cluster density, enhanced nucleation, and a smaller average cluster size. The nucleation kinetics appear to be more sensitive to surface defect diffusion than to defect trapping phenomena.

Thermal particle deposition studies indicate that the computational model compares favorably with an approximate analytical solution and general experimental observations. Although the modeling approach is restricted in the sense that it only considers single-atom mobility, favorable comparisons with the appropriate experimental measurements lend support to the theory. Thermal deposition experiments can be influenced by pre-existing defects on the substrate; numerical studies incorporating this phenomena corroborate experimentally observed trends.

Since a variety of synergistic effects manifest themselves during an energetic particle deposition process, it is not surprising that some discrepancies exist in
the experimental literature. The computational model described in this dissertation attempts to identify the separate influences of surface defect production and cluster dissociation reactions. Surface defect production increases the nucleation rate, leading to larger nuclei densities, smaller average sizes, and a narrower size distribution. At low substrate temperatures, where thermally activated processes are not dominant, cluster dissociation is found to decrease the nucleation rate, promoting smaller island densities. The destructive nature of the dissociation process, however, leads to smaller average sizes and a more disperse size distribution. At higher temperatures, dissociation is found not to influence the nucleation kinetics.

Although energetic particle bombardment may enhance adatom diffusivities, the dissociation results imply that such a phenomenon might become a secondary effect at higher substrate temperatures. The influence of low-energy particle-surface interactions on the later stages of thin film formation could also be significantly different from the early stages, since cluster growth and mobility coalescence reactions must be considered. Energetic particle deposition is remarkably different from thermal particle deposition as exemplified by the differences in calculated cluster size distributions and nucleation kinetics.

One of the novel features of this type of modeling approach is that it provides unique information about the cluster size distribution that has yet to be taken advantage of. For the initial studies presented in this dissertation, a four-moment reconstruction technique is used which allows one to model dispersion, skewness, and kurtosis in the distribution. These features can be readily compared with experimental measurements. If higher moments are needed in order to accurately reproduce a distribution, these characteristics might help experimentalists measure new kinetic parameters (e.g., coalescence rates, dissociation rates,
size-dependent features, etc.

During the later stages of thin film formation, cluster coalescence and multilayer growth will occur. With some modifications, a new hybrid model can incorporate these effects. In the meantime, fundamental insight into the kinetics of cluster nucleation should be pursued. From this foundation, one can develop a better understanding of atomic clustering methods and their role in nucleation and growth phenomena.
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For the inquisitive reader that has taken an interest in this source, I must enlighten you with a few details about my encounter. Professor Rakhovsky and I met on a bus that took us from the Toronto (YYZ) airport to our downtown hotels in Toronto where we were both presenting papers at the 37th Annual American Vacuum Society Symposium. He sat down beside me and we started talking about all sorts of things in general when I suddenly realized that here was a man, 40 years my senior, who had seen things that I will probably never experience. The same for me; I have probably done things that Vadim could only dream about doing. With all the crazy politics going on in the world at the time, I thought, why in the hell are people always fighting something or someone? On a global scale, no two individuals are any different and no single person deserves any more rights or freedoms than another. Anyway, we said our good-byes and will probably never see one another again. Although I am a better individual for the encounter, the world still spins off-axis. It seems as though only science and music transcend the political boundaries that shackle the human spirit.


