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ABSTRACT OF THE DISSERTATION

Laser-Plasma Interactions Relevant to Inertial Confinement Fusion

by

Kenneth Bradford Wharton
Doctor of Philosophy in Physics
University of California, Los Angeles, 1998
Professor John Dawson, Co-Chair
Professor Chan Joshi, Co-Chair

Research into laser-driven inertial confinement fusion is now entering a critical juncture with the construction of the National Ignition Facility (NIF) at Lawrence Livermore National Laboratory (LLNL). Many of the remaining unanswered questions concerning NIF involve interactions between lasers and plasmas. With the eventual goal of fusion power in mind, laser-plasma interactions relevant to laser fusion schemes is an important topic in need of further research.

This work experimentally addresses some potential shortcuts and pitfalls on the road to laser-driven fusion power. Current plans on NIF have 192 laser beams directed into a small cylindrical cavity which will contain the fusion fuel; to accomplish this the
beams must cross in the entrance holes, and this intersection will be in the presence of outward-flowing plasma. To investigate the physics involved, interactions of crossing laser beams in flowing plasmas are investigated with experiments on the Nova laser facility at LLNL. It was found that in a flowing plasma, energy is transferred between two crossing laser beams, and this may have deleterious consequences for energy balance and ignition in NIF. Possible solutions to this problem are presented.

A recently-proposed alternative to standard laser-driven fusion, the "fast ignitor" concept, is also experimentally addressed in this dissertation. Many of the laser-plasma interactions necessary for the success of the fast ignitor have not previously been explored at the relevant laser intensities. Specifically, the transfer of high-intensity laser energy to electrons at solid-target interfaces is addressed. 20-30% conversion efficiencies into forward-propagated electrons were measured, along with an average electron energy that varied with the type of target material. The directionality of the electrons was also measured, revealing an apparent beaming of the highest energy electrons. This work was extended to various intensities and pulse lengths and a relationship between conversion efficiency and laser intensity was deduced.

This work serves to advance knowledge of laser-plasma interactions relevant to a variety of laser-driven fusion schemes, and indicates directions for future research. These results should facilitate the success of NIF and other laser-fusion facilities.
Chapter 1

Introduction

1.1 Motivation

1.1.1 Fusion Power

A star is drawing on some vast reservoir of energy by means unknown to us. This reservoir can scarcely be other than the subatomic energy which, it is known, exists abundantly in all matter; we sometimes dream that man will one day learn how to release it and use it for his service. The store is well-nigh inexhaustible, if only it could be tapped. [1]

This farsighted statement was made by Sir Arthur Stanley Eddington in 1920, shortly after the first demonstration of fusion in a laboratory by Sir Ernest Rutherford. While the promise of unlimited energy from fusion power was foreseeable even then, the struggle to realize this promise continued for the remainder of the century and is now continuing into the next.

After Eddington's realization, two years would pass before Irving Langmuir would even propose the term "plasma" to describe the state of the ionized matter in the sun, and it was not until 1929 that the sun's fusion reactions were in any way quantified. [2] Theoretical understanding of basic thermonuclear fusion reactions made great progress from that point onwards, and in 1952 fusion power was released in an uncontrolled explosion on the Eniwetok atoll in the Pacific Ocean. Edward Teller later
wrote: "No sooner was it done, than every politician and every bureaucrat descended upon us saying, 'Now you must solve the problem of controlled fusion.'" [3,4]

At the end of the 20th century, that problem has yet to be solved. The promising technique of fusion by magnetic confinement (MCF) has produced fusion yields close to "break-even", the point at which fusion energy output is equal to the input energy required.

An alternate approach to controlled fusion became possible with the invention of the laser in 1960.[5] In a matter of years, high power lasers were recognized as a possible mechanism with which to rapidly focus energy onto a small target and perhaps initiate fusion reactions. This technique, acronymed ICF for "inertial confinement fusion", requires much higher plasma densities than the corresponding longer-lived MCF devices due to a smaller size and much shorter plasma confinement time. And today it appears that the first machine capable of igniting a self-sustaining fusion burn may very well be an ICF device: the National Ignition Facility (NIF). This 1.2 billion dollar laser is currently scheduled to ignite a fusion reaction in 2005, nearly a full century after the fusion quest began.

The success of NIF and other planned Megajoule lasers is a crucial requirement for any practical ICF applications that may follow, but whether or not NIF will achieve ignition is far from certain. Numerous technological challenges are being faced to even build the world's first Megajoule laser facility; many of these difficulties have been overcome, but more remain. Once operational, further challenges will involve target fabrication, laser balance and alignment, and the ignition process itself. This dissertation aims to experimentally address some potential pitfalls and some potential shortcuts on the road to a confined fusion reaction.
1.1.2 Laser-Plasma Interactions

In any laser-driven ICF scheme, laser-plasma interactions may comprise some of the most fundamental obstacles to ignition. Laser-plasma interactions have already constrained many details of the NIF design. For example, concern over high levels of energy loss from Stimulated Raman Scattering (SRS) and Stimulated Brillouin Scattering (SBS)—two fundamental laser-plasma instabilities—is the primary reason that NIF is being built with a 351nm laser wavelength rather than the natural solid state laser wavelength of 1.06μm. A fuller understanding of laser-plasma interactions is important to both achieve ignition and to design future ICF facilities.

Even if NIF ignites, however, a fusion-to-laser energy ratio of 10 is about optimum. Given that the electrical efficiency of the lasers will be less than 1%, even a successful ignition would still not produce net energy, and higher gains would seem to require even more expensive facilities. However, a groundbreaking paper by Tabak et al. in 1994 [6] outlined the possibility of "fast ignition", a theoretical method to increase fusion gains to ~1000. This scheme would require a short-pulse (~10ps) multi-kiloJoule laser to be used in conjunction with a more conventional ICF facility. Many questions about the feasibility of this technique remain, most of them concerning the nature of laser-plasma interactions at the enormous intensities required by such a scheme (~10^{20} W/cm^2). Again, laser-plasma interactions are seen to be a key topic in the development of inertial confinement fusion.

Apart from relevance to ICF, the study of intense lasers in plasmas is fascinating in its own right as a testbed for basic physics. As the peak intensity of the interaction increases, so do the variety of possible laser-plasma processes. Keeping track of these complex interactions and forming a coherent picture of laser-plasma interactions is a rich and challenging undertaking.
1.1.3 Outline

The central theme of this dissertation is the interaction of high energy lasers with plasmas. Several aspects of laser-plasma interactions that are relevant to ICF will be discussed in detail.

The following chapters present the results and conclusions from two major experimental campaigns. Following the basic science overview in Chapters 1 and 2, Chapter 3 addresses the issue of energy transfer between laser beams in a flowing plasma. This is a crucial topic for symmetry considerations in NIF, as multiple laser beams will cross before they deposit their energy into the target. Chapter 4 moves on to the fast ignitor fusion scheme, and details the first comprehensive measurements of relevant laser-solid interactions at laser intensities above $10^{19}$ W/cm$^2$. Chapter 5 reports on the continuation of this work on the most powerful laser facility in the world: the Petawatt laser at LLNL. These experiments are ongoing, and the results are therefore less extensive than those in Chapter 4. Finally, Chapter 6 summarizes the experimental results, details their implications for ICF, and outlines new work that remains to be done.

1.2 Plasmas
1.2.1 Basic Plasma Parameters

A plasma is defined as a group of charged particles that behaves in a collective manner, and is a state of matter unlike any neutral-particle collection. In the field of high-intensity laser-produced plasmas there are few neutral particles; to an excellent approximation all particles are either positively charged ions or negatively charged electrons.

The plasma can be described in terms of a few fundamental parameters, all expressed in cgs units. The density of the plasma, $n$, is expressed in particles per cm$^{-3}$. The electron mass is denoted as simply $m$ ($m = 9.109 \times 10^{-28}$ g), while the electron charge
is e (4.8 \times 10^{-10} \text{ statcoulombs in cgs units}). The charge state of the ions is Z, and the ion mass is M. If each plasma species is in thermal equilibrium (Maxwellian velocity distribution), then temperatures can be assigned to the electrons (T_e) and the ions (T_i). If the velocity distribution is non-Maxwellian, the concept of temperature becomes less meaningful.

A key spatial scale for a plasma is the Debye length:

\[ \lambda_D = \left( \frac{kT_e}{4\pi ne^2} \right)^{1/2} \]  \hspace{1cm} [1.1]

This is the characteristic distance over which the plasma electrons will shield out local electric fields. Therefore macroscopic neutrality will be maintained on scales longer than \( \lambda_D \). As a result, a true plasma can only be said to exist if the number of particles in a Debye sphere, \( n\lambda_D^3 \), is much greater than 1. A further consequence is that long wavelength structures in a plasma (\( \lambda \gg \lambda_D \)) are collective effects of the plasma, while short wavelength structures (\( \lambda \ll \lambda_D \)) will behave more like individual particles.

1.2.2 Plasma Waves

The collective nature of a plasma allows the existence of many types of waves. With no externally applied fields, electrostatic oscillations can take the form of high-frequency "electron waves" or lower-frequency "acoustic waves" (also known as "ion waves"). Electromagnetic oscillations (light waves) can also exist in a plasma.

If an initial perturbation is made in the electron density of a cold, field-free plasma, the bunched electrons will undergo simple harmonic motion at the plasma frequency:

\[ \omega_{pe} = \left( \frac{4\pi ne^2}{m} \right)^{1/2} \]  \hspace{1cm} [1.2]
This frequency will therefore be a crucial parameter for electron plasma waves in finite-temperature plasmas. By substituting the ion charge and mass, an "ion plasma frequency" $\omega_{pi}$ can be found, but this frequency is much lower than $\omega_{pe}$ and does not significantly contribute to any plasma waves.

The so-called "normal modes" of a plasma with no imposed fields can be found by setting the externally applied charge and current to zero in Maxwell's equations. This condition forces the solutions to be self-consistent modes in which the plasma can oscillate, and therefore these will be the primary energy-bearing modes in a plasma. For a wave with a defined complex frequency $\omega = \text{Re}(\omega) + i \text{Im}(\omega)$ and k-vector $\vec{k}$, all wave-dependent parameters scale as the real part of $e^{i(k \cdot x - i \omega t)}$, with an added phase. From this wave dependence and the assumption of no external fields, kinetic theory can express the normal modes of a neutral, field-free plasma by the following two equations:

\[
\left(1 + \sum_{\alpha} \frac{\omega^2_p \alpha}{k^2} \cdot \frac{\partial F_{\alpha0}}{\omega \partial u} \right) \overline{E}_k = 0 \quad [1.3]
\]

\[
\left(1 - \frac{k^2 c^2}{\omega^2} - \sum_{\alpha} \frac{\omega^2_p \alpha}{\omega} \cdot \frac{F_{\alpha0}}{\omega \partial u} \right) \overline{E}_\perp = 0 \quad [1.4]
\]

In Eqns. 1.3 and 1.4, which must both hold for a normal mode of the plasma, the subscript $\alpha$ represents the various species in the plasma (electron, ions), and $\omega_{p\alpha}$ is the species-dependent frequency from Eqn. 1.2 using the appropriate charge and mass. $E_k$ is the electric field in the direction of the propagation of the wave, and $E_\perp$ is the electric field perpendicular to $\vec{k}$. $F_{\alpha0}(u)$ is the unmodified velocity distribution of the $\alpha$-species plasma, with its integral normalized to 1. For an isotropic Maxwellian (thermalized) distribution, with $\kappa$ as Boltzmann's constant, this is simply:

\[
F_{\alpha0}(u) = \left(\frac{m_\alpha}{2\pi \kappa T_\alpha}\right)^{1/2} \exp\left(-\frac{m_\alpha u^2}{2 \kappa T_\alpha}\right) \quad [1.5]
\]
Taken together, equations [1.3-5] determine the dispersion relation (the relation between \( \omega \) and \( k \)) for three fundamentally different plasma waves. For transverse waves (\( E_k = 0 \)), the large term in Eqn. 1.4 must be zero, and therefore \( \omega > kc >> ku \) for all \( u \) where \( F_{oo}(u) \) is not negligible. This inequality allows the expansion of the integral, yielding to an excellent approximation:

\[
\omega^2 = \omega_{pe}^2 + k^2 c^2 \quad [1.6]
\]

This is the dispersion relation for electromagnetic waves in a plasma; these waves must be at or above the plasma frequency. Therefore, an electromagnetic wave with frequency \( \omega \) will not be able to propagate through a plasma above the "critical density":

\[
n_{cr} = \frac{m \omega^2}{4 \pi e^2} \quad [1.7]
\]

Further normal modes of the plasma are found to be longitudinal waves, where now \( E_l = 0 \), and the large term in Eqn. 1.3 must be set to zero. This equation has a high- and low- frequency solution. Like the electromagnetic wave, the high-frequency mode satisfies \( \omega > \omega_{pe} \), and the same expansion of the integral can be made. Assuming both \( k \lambda_D \) and \( \text{Im}(\omega)/\text{Re}(\omega) \) are small, the dispersion relation (for the real part of the frequency) is:

\[
\omega^2 = \omega_{pe}^2 + \frac{3 kT_e}{m} k^2 \quad [1.8]
\]

This is the dispersion relation for electron plasma waves, or Langmuir waves. In the low-frequency limit, the ion terms cannot be neglected and a separate expansion must be made. Integration then yields a least-damped root where:

\[
\omega = \left( \frac{Z kT_e}{M(1 + k^2 \lambda_D^2)} + \frac{3 kT_i}{M} \right) \frac{1}{k} = c_s k \quad [1.9]
\]

The "sound speed" of the plasma, \( c_s \), is defined in Eqn. 1.9. However, this is only true in a stationary plasma; a flowing plasma will affect this dispersion relation. This is a very small correction for the electromagnetic and Langmuir waves because they
have a very large phase velocity (ω/k), which a plasma flow velocity (v_f) typically does not approach. But given that v_f can be comparable to c_s, a correction must be made in the dispersion relation for ion waves:

\[ \omega = c_s |k| + v_f \cdot k \]  

[1.10]

This is the dispersion relation for ion waves in a plasma. Both Langmuir waves and ion waves also have imaginary frequency components that exponentially damp the wave through a mechanism known as Landau damping. For an ion wave, this turns out to be:

\[ \text{Im}(\omega) = -\text{Re}(\omega) \left( \frac{\pi}{8} \right)^{1/2} \theta(3 + \theta)^{1/2} e^{-(3+\theta)/2} \]  

[1.11]

Here, \( \theta = ZTe / T_i \). This represents the loss of wave energy to ions that have a velocity close to the phase velocity of the ion wave. This term is not directly affected by plasma flow, as the phase velocity of the ion wave is always \( c_s \) in the frame of the plasma.

The three dispersion relations in Eqns. [1.6], [1.8], and [1.10] represent all normal modes of a field-free plasma. Non-normal modes can also exist in a plasma, but they must have a source charge and/or current driven by outside factors or other waves. The issue of both normal and non-normal modes being driven by other plasma waves will be discussed in Chapter 2.

1.3 Short-Pulse Lasers

High-power, short pulse lasers are unique instruments because of their ability to produce immense localized electric fields that oscillate at a particular frequency. By increasing the peak intensity of a laser, new regimes of physics become accessible. However, there are several fundamental barriers that limit the peak theoretical power of any laser system. One limit is the pulse duration of the laser; compressing the same
amount of energy into a shorter pulse will yield a higher power laser, but the following relationship must continue to hold:

\[ \Delta f_{\text{rms}} \Delta t_{\text{rms}} > 0.5 \]  

[1.12]

Here \( \Delta f_{\text{rms}} \) is the root-mean-square bandwidth of the spread in the laser's frequencies, and \( \Delta t_{\text{rms}} \) is the root-mean-square of the pulse duration. Therefore a short-pulse laser requires a large bandwidth. However, amplifying a large-bandwidth short pulse creates additional constraints. One effect is gain-narrowing, caused by the tendency of amplifiers to have different amplifier efficiencies at different frequencies. The net result can be to primarily boost the energy in a range of frequencies smaller than \( \Delta f_{\text{rms}} \), which (according to Eqn. 1.12) has the unwanted effect of increasing \( \Delta t_{\text{rms}} \). This problem can be somewhat alleviated by using different types of amplifiers in a chain. Another scheme has been developed to selectively attenuate the spectrum between each amplifier pass, allowing the amplification of <20fs pulses. [7]

Another barrier to high-power laser systems is amplifier damage. A function of intensity, damage can be alleviated by increasing the physical diameter of the amplifier system, and thereby lowering the average intensity of the laser in the amplifier material. This technique is capable of producing several kilojoules in a 1ns pulse, as done with large 46cm solid-state glass amplifiers at the Nova facility at Lawrence Livermore National Laboratory (LLNL). However, shorter pulses increase the damage threshold, and a method known as "chirped pulse amplification" (CPA) is required to raise peak laser power much above a terawatt. [8]

CPA is accomplished by utilizing the bandwidth that is present in short-pulse lasers. Although Eqn. 1.12 represents the shortest possible laser pulse for a given bandwidth, longer pulses are achievable by "chirping" the laser. A chirped pulse is one in which the different frequency components are separated in time, thereby creating a longer, lower-intensity pulse. Using diffraction gratings which can create different path
lengths for each frequency component, a sub-ps pulse can be stretched out, amplified, and then recompressed. This avoids the damage threshold of the amplifier, although now the final compression grating must handle the full laser intensity. Because of this, large diffraction gratings are required to avoid damage.

Once compressed, the final focus of the laser beam will determine the peak intensity. The smallest theoretical focal spot diameter (measured between the 1/e points of the peak field) occurs for the TEM$_{00}$ mode (Gaussian profile) of a laser beam:

$$\sigma_{1/e} \approx \frac{4}{\pi} f_{\#}\lambda$$  \[1.13\]

Here $f_{\#}$ is the f-number (diameter/focal length) of the final focusing optic and $\lambda$ is the wavelength. This ideal focal spot is known as “diffraction limited”. In practice, most laser systems above 1 Joule of energy can at best reach 2-3 times diffraction limited focal spots.

1.4 Laser-Driven Fusion

1.4.1 Fusion Basics

Nuclear reactions can yield energy by tapping into the binding energy between nucleons. Like gravitational energy, nuclear binding energy is negative and therefore increasing binding strength leads to a release of energy.

The average binding energy per nucleon generally increases as nuclei get larger, reaching a maximum of ~9MeV/nucleon for $^{62}$Ni. Larger nuclei have progressively less binding energy per nucleon. Therefore, fission reactions of heavy elements will release energy, as will fusion reactions of light elements. The weakest binding energy of any stable multi-component nucleus is the ~1MeV/nucleon of $^2$H (commonly known as Deuterium, or D). The radioactive nucleus $^3$H (Tritium, or T) also has a low binding energy (~2.5MeV/nucleon). In contrast, $^4$He is very stable and has a strong binding
energy of ~7MeV/nucleon. Therefore fusion reactions that transmute weakly bound nuclei into $^4$He will be energetically favorable.

The highest cross-section of any useful fusion reaction is for the reaction:

$$D + T \rightarrow ^4\text{He}(3.5 \text{ MeV}) + ^1\text{n}(14.1 \text{ MeV})$$  \hspace{1cm} [1.14]

For a thermal collection of D and T, the cross section is maximum at $T_\pi \approx 43 \text{ keV}$.

For a self-sustaining fusion burn (also known as ignition) the fusion products from Eqn. [1.14] must heat the fuel close enough to this temperature such that further fusion reactions can take place. For a given fusion cross section, the reaction rate density scales as the fuel density squared, and therefore large densities are a crucial factor for an energy-producing fusion reaction. Because of this density scaling, the attempt to achieve ever-higher fuel compression has driven much of previous ICF research.

### 1.4.2 Direct Drive

The first, and most obvious method of achieving controlled fusion with lasers is to directly heat and compress a fuel pellet with one or more laser beams. Because a higher density plasma will have a shorter ion-ion collision time (compared to the disassembly time of the plasma), using lasers to compress the fuel pellet is crucial.

Because compression is so important, the preferred direct-drive scheme is to start with a spherical Deuterium-Tritium (DT) fuel pellet and irradiate it uniformly on all sides. The ablating outer fuel will both heat and compress the pellet, creating a high temperature (but low-density) main fuel that surrounds a high-density (but lower temperature) spot in the center. The two regions are in pressure equilibrium, so this is known as an "isobaric" implosion. The implosion will ideally create the appropriate conditions in the central spot ($T_\pi > 5 \text{keV}$, density x diameter $> 0.3 \text{ g/cm}^2$) such that it will undergo thermonuclear fusion and ignite the pellet. [6]
In practice, achieving a spherically symmetric implosion with laser beams is extremely difficult. Much progress has been made over the years, however, and the most energetic laser in the world today -- the 60-beam Omega facility at the University of Rochester Laboratory for Laser Energetics -- has been designed around direct-drive principles. The National Ignition Facility is also being designed with a direct-drive option.

1.4.3 Indirect Drive

One way to relax the symmetry constraints is to indirectly heat the pellet with secondary x-rays. In the indirect drive scheme, the fuel pellet is mounted inside of a high-Z enclosure, called a hohlraum. Hohlraums can be cylindrical with two Laser Entrance Holes (LEHs), or tetrahedral with four LEHs, and are typically made of gold. Multiple laser beams pass through each LEH and strike the inside of the hohlraum wall (while avoiding the pellet), depositing their energy into x-rays. Nonuniformities in the laser profiles are smeared out by the x-ray spectrum, which in turn can heat and compress the pellet in the center. While this is a less efficient technique than direct-drive, the inherent smoothing benefit has led to the primary design of the NIF as an indirect-drive machine.

While indirect-drive symmetry is easier to achieve from a laser engineering standpoint, it still imposes many constraints. Multiple laser beams are required to maximize the symmetry on the inside of the hohlraum; NIF will have 192 beams. Figure 1.1 shows the current geometry for an indirect drive target on NIF, with each 4-beam cluster represented as a single beam. One concern for indirect drive is maintaining symmetry over time; as the gold wall of the hohlraum expands inward, the distribution of the x-ray radiation can change substantially. To counter this effect, NIF hohlraums are likely to be filled with a low-Z gas (H and He) which will hold back the expansion of the
Figure 1.1. Shown is the geometry of an indirect-drive hohlraum in the planned National Ignition Facility. The fuel pellet sits at the center of the hohlraum. Each 4-beam cluster is represented as a single f/8 beam. All beams enter the hohlraum at either 23.5, 30, 46.5, or 50 degrees to the hohlraum axis.

wall. However, this will increase the density of the plasma inside the hohlraum, which may lead to additional laser-plasma interactions.
Another distinction from direct-drive arises because the hohlraum (particularly a cylindrical hohlraum) is far from spherical; the distance from the pellet to the gold wall varies with position. Because of this geometrical asymmetry, the laser beams that hit the inside of the hohlraum farther from the pellet must be more intense to make up for the added distance. Together, these constraints on symmetry may force an ignition target into a parameter space where certain laser-plasma instabilities become important. This possibility will be explored further in Chapter 3.

1.4.4 Fast Ignition

Both of the above techniques call for an isobaric ignition of the fuel pellet. This will not lead to a very efficient fusion burn because the pressure balance constrains the hotter plasma on the inside to be correspondingly less dense than the cooler plasma on the outside, according to the equation of state of DT fuel. This leads to a less efficient burn of the outer fuel, and gives correspondingly sub-optimal energy gains, no matter how perfect the implosion.

An alternative to these schemes is an "isochoric" ignition, with the fuel at a constant density and out of pressure equilibrium because of a "hot spot" which initiates the fusion burn. This type of pellet implosion would require less total energy to achieve; the difficulty lies in igniting the pellet by quickly depositing energy in a hot spot before pressure equilibrium can reestablish itself.

In 1994 Tabak et al. [6] proposed that this hot spot could be created with an extremely high power laser. This could occur in the following chain of events:

(I) A DT pellet is directly imploded by several kJ-energy laser beams of a few ns pulse duration.
(II) A moderately high-intensity "pre-pulse" laser beam will strike the pellet from one side, forming a hollow plasma channel by means of pondermotive forces and relativistic filamentation (see Chapter 2 for more details).

(III) A very high intensity (multi kJ in ~10ps) laser pulse propagates through the hollow channel and deposits a large fraction of its energy into ~1 MeV electrons at the surface of critical plasma density.

(IV) These hot electrons propagate into the overdense plasma and heat the DT ions, igniting a localized fusion burn.

(V) This fusion burn releases enough energy to ignite the rest of the compressed fuel pellet.

This remains a speculative scenario, primarily because the mechanisms involved in steps (II) and (III) have not been experimentally addressed at the relevant intensities. Chapters 4 and 5 will present original work that experimentally addresses the laser-electron conversion required by step (III). Chapter 6 will also address the future possibilities for fast ignitor fusion.
Chapter 2

Laser-Plasma Interactions

2.1 Low Intensity Interactions ($I\lambda^2<10^{13}$ W cm$^{-2}$ $\mu$m$^2$)

2.1.1 Pondermotive Force

Electrons in the electromagnetic field of a laser will undergo sinusoidal oscillations with a peak velocity of:

$$v_{osc} = \frac{eE_0}{m\omega}$$  \[2.1\]

Here $E_0$ is the peak electric field at the location of the electrons. Note that this is proportional to $(I\lambda^2)^{1/2}$, where $I$ is the intensity of the laser and $\lambda$ is the wavelength. Therefore this is a key parameter for determining the strength of any laser-plasma interaction.

In the above equation, the electrons are not in a single location during the course of the oscillation and therefore in a realistic system they will sample a range of peak electric fields ($E_0$). Any spatial variation in the electric field will prevent the oscillation from being perfectly sinusoidal, and the result will be a time-averaged force on the electrons given by:

$$F_P = -\frac{e^2}{4m\omega} \nabla \langle E^2(x) \rangle$$  \[2.2\]

$F_P$ is known as the pondermotive force, and tends to push electrons away from regions of high fields (averaged over many oscillations). When the ions follow to maintain charge neutrality, a density perturbation is created. This equation holds for any
oscillating E-field in a plasma, including those made by electron plasma waves, so long as the force is measured on a long timescale compared to the period of the oscillation.

2.1.2 Coupling Processes

Suppose there are two waves in a plasma, the first with frequency and wavenumber \((\omega_0, k_0)\), and the second with \((\omega_1, k_1)\) such that \(\omega_0 \geq \omega_1\). The electric fields associated with these waves will sum to:

\[
E(x, t) = \text{Re} \left[ E_0 e^{i(k_0 \cdot x - \omega_0 t + \phi_0)} + E_1 e^{i(k_1 \cdot x - \omega_1 t + \phi_1)} \right] \tag{2.3}
\]

Here \(\phi_0\) and \(\phi_1\) are the initial phases of the two waves, and \(E_0\) and \(E_1\) are their respective amplitudes. The direction of \(E\) can either be parallel to \(k\) (Langmuir, acoustic waves) or perpendicular (electromagnetic waves), and the two \(k\)-vectors can be at arbitrary angles to each other.

The pondermotive force produced by this electric field will have four exponential terms, calculated by inserting (2.3) into (2.2). Two of these terms will simply oscillate at the frequency and wavenumber of the original two waves, but there will be two additional terms with a frequency and \(k\)-number given by:

\[
\omega_s = \omega_0 - \omega_1 \quad k_s = k_0 - k_1 \tag{2.4}
\]

\[
\omega_{as} = \omega_0 + \omega_1 \quad k_{as} = k_0 + k_1 \tag{2.5}
\]

These are the frequency- and \(k\)-matching conditions for Stokes coupling (Eqn. [2.4]) and anti-Stokes coupling (Eqn. [2.5]), analogous to conservation of energy \((\hbar \omega)\) and momentum \((\hbar k)\) in quantum mechanics. While this simple derivation only applies for high-frequency waves, these are also the correct matching equations for processes involving ion acoustic waves. When one of the waves is in this low-frequency regime, the coupling mechanism is no longer the pondermotive force but rather a source current term \((j_b)\) that arises from the low frequency density fluctuations \((n_{ia})\) and the higher frequency velocity fluctuations \((j_b = -e n_{ia} v_{osc})\).
Neither of the above-described couplings have a threshold wave amplitude, and this process can therefore drive a third wave in arbitrarily low intensity laser-plasma interactions. For example, two laser beams \((\omega_0, k_0)\) and \((\omega_1, k_1)\) can create source terms by which non-normal modes of the plasma may be driven at both \((\omega_s, k_s)\) and \((\omega_{as}, k_{as})\). If either of these driven waves is a normal mode of the plasma, the response will be much stronger and more energy will couple into the driven mode.

2.1.3 Thomson Scattering

In a very close analogy to the two-laser interaction discussed above, a single laser beam \((\omega_0, k_0)\) can interact with a plasma wave \((\omega_1, k_1)\) by a process known as Thomson scattering. As before, if one of the coupled modes is also a normal mode of the plasma, a significant amount of energy can be scattered into this mode. In the case of Thomson scattering, this third mode is defined to be an electromagnetic wave with its wavenumber and frequency shifted according to Eqn. 2.4 or Eqn. 2.5.

Because of this frequency shift, Thomson scattering is an excellent diagnostic of the various waves in a plasma. By spectrally and temporally resolving the scattered light in a particular direction, one can reconstruct the plasma waves \((\omega_1, k_1)\) from which the light was scattered. This can be done both for strongly driven waves and lower-amplitude thermal waves (driven by thermal fluctuations) provided the intensity of the original probe laser is sufficiently high. This will be an important diagnostic for the experiment described in Chapter 3.

When a Thomson scatter diagnostic is \(k\)-matched to one thermal wave, it is usually also \(k\)-matched to a second wave with a \(k\)-vector directed opposite to the first. This is shown graphically in Figure 2.1. Suppose Eqn 2.4 \((k_s = k_0 - k_1)\) signifies the Thomson scatter \(k\)-matching conditions (Stokes coupling), with \(k_0\) representing the \(k\)-vector of original laser, \(k_1\) as the thermal plasma wave, and \(k_s\) as the scattered light.
Figure 2.1. Two k-matching triangles that demonstrate why a detector positioned to measure the Thomson scattered Stokes wave \( k_s \) from a thermal plasma wave \( k_1 \) will also measure the scattered Anti-Stokes wave \( k_{as} \) from another thermal plasma wave in the opposite direction \( k_2 \). For scattering off ion acoustic waves, the frequency difference between the two scattered signals is small, and the triangles will be nearly the same shape.

Antistokes coupling (Eqn 2.5) off another plasma wave \( (\omega_2, k_2) \) would only be relevant if the scattered light \( k_{as} = k_0 + k_2 \) reaches the detector set up to measure \( k_s \), or if \( k_{as} = k_s \). This could happen for a second thermal plasma wave if \( k_2 = -k_1 \). Given \( k_2 \), \( \omega_2 \) is then determined from the appropriate dispersion relation.

However, taking frequency-matching into account in Eqns. [2.4] and [2.5] (recall that for Eqn. [2.5] the "1" subscripts are now "2"), \( \omega_{as} - \omega_3 = \omega_1 + \omega_2 \). If this frequency difference \( \omega_{as} - \omega_3 \) is large, then \( k_{as} \) can deviate strongly from the original \( k_s \) (according to the electromagnetic dispersion relation from Eqn 1.6). But if \( \omega_1 \) and \( \omega_2 \) are both small compared to the laser frequency \( \omega_0 \) (ion acoustic waves, for example) then this is not a large effect. As a result, spectral analysis of Thomson scattered light off of thermal ion waves appears as two lines in frequency space, separated by \( \omega_1 + \omega_2 = 2\omega_{ia} \). In a stationary plasma, these lines are symmetrical around the central laser frequency of \( \omega_0 \).
2.2 Mid-Intensity Interactions ($10^{13}<I<10^{17}$ W cm$^{-2}$ µm$^2$)

2.2.1 Three-Wave Instabilities

As the peak intensity of a laser increases, so do the possible types of laser-plasma interactions. When the electric field $E_0$ becomes large enough, the above-described Stokes and anti-Stokes coupling can occur between a laser and the background (thermal) waves of a plasma. Using the earlier analogy between $\omega$-matching and energy conservation, one can understand why Stokes coupling is more likely than anti-Stokes in the case of a single pump; energy flows from the pump laser ($\omega_0, k_0$) into two lower-frequency "daughter waves", ($\omega_1, k_1$) and ($\omega_3, k_3$). Stokes coupling between the pump and either daughter wave will drive the other daughter wave, allowing a feedback mechanism that can drive both daughter waves up from the thermal fluctuations initially present in the plasma. This can be a significant drain of energy from the original laser beam, and therefore these processes are a concern in laser-fusion relevant experiments.

This three-wave process forms the basis for many laser instabilities, known by different names depending on the form of the daughter waves. Stimulated Raman Scattering (SRS) occurs when a light wave is coupled to another light wave and a Langmuir wave. Stimulated Brillouin Scattering (SBS) is like SRS but with an ion acoustic wave instead of a Langmuir wave. Both of these processes can occur in a variety of geometries, but usually are strongest when the scattered light is backscattered, or propagating in the opposite direction from the pump.

While SBS and SRS generally require only one pump beam, two beam interactions can also drive such processes. As discussed in section 2.1.2, when the plasma beat-wave (Stokes-coupled mode) is a normal mode of the plasma, the driven wave can have a very strong response known as nonlinear mixing [9].
Mathematical details of three-wave resonant interactions are given in Appendix A. The simplified equations in the appendix show that in a low-damping limit, energy will be exchanged between the three waves continuously, with no time-averaged net energy transfer. When one of the three waves (typically a plasma wave) is strongly damped, the higher-frequency undamped wave will transfer energy to the lower-frequency undamped wave. This interaction will also transfer energy to the damped plasma wave, and thereby heat the plasma.

When the driving waves themselves are intense, simple linear theory predicts extremely large wave amplitudes for the driven wave and correspondingly large amounts of energy transfer between the beams. For the example of two laser beams (both with wavelengths of ~\(\lambda_0\)) that resonantly drive an ion acoustic beat-wave (\(\omega_{ia}, k_{ia}\)), the intensity enhancement of the lower-frequency laser beam can be derived as exp(Q) where [10]:

\[
Q_{\text{max}} = \frac{\pi}{2} \frac{n}{n_{cr}} \left( \frac{v^2_{\text{osc}}}{v^2_{\text{the}}} \right) \frac{k_{ia} c_s}{\text{Im}(\omega_{ia})} \frac{L}{\lambda_0} \frac{1}{(1 + 3T_i / ZT_e \cos \theta_s)}
\] [2.6]

Here, \(v_{\text{the}}\) is the electron thermal velocity, \((2\kappa T_e/m)^{1/2}\), and \(\kappa\) is the Boltzmann constant. \(L\) is the interaction length, \(\theta_s\) is the angle between the incident laser beams, and the other terms have been defined in Chapter 1. This is the exponential gain over a length \(L\) for a homogeneous plasma at perfect resonance. Laser pump depletion is neglected here (see Appendix A), which means that a large value for \(Q\) implies near total transfer of energy from the higher-frequency to the lower-frequency beam.
2.2.2 Saturation Mechanisms

Apart from pump depletion, there are other mechanisms which can limit energy transfer to less than the gain indicated by linear theory. In the above example of two lasers driving an ion wave, any nonlinear effect that limits the growth of the resonant ion wave will in turn limit the energy transfer between the lasers. While ion Landau damping is included in Eqn. 2.6 in the form of the damping rate $\text{Im}(\omega_{ia})$, plasma inhomogeneities are not.

Inhomogeneities in the plasma (such as a density perturbation) can shift the frequency of the resonant plasma wave away from the beat-frequency of the driving waves. This will diminish the resonant plasma response and will thereby limit any transfer of energy. The half-width of the resonance in frequency space is given by $\text{Im}(\omega)/2$ [10,11]: this is the scale on which inhomogeneities become important.

For the above example of a resonant ion wave, the important inhomogeneities are the ones that shift the ion acoustic frequency $\omega_{ia}$ (given by Eqn [1.10]) away from the frequency difference of the lasers by an amount $\text{Im}(\omega_{ia})/2$. This can occur as a result of fluctuations in plasma flow velocity ($v_f$) or either component of the plasma temperature ($T_e$, $T_i$) which can then alter the sound speed ($c_s$).

A more complicated inhomogeneity can occur when the electron distribution function $F_{e0}(u)$ is shifted from the simple Maxwellian described in Eqn [1.5]. One can write a more general distribution function by replacing the $\exp(-u^2)$ dependence in Eqn [1.5] with a $\exp(-u^n)$ dependence, while at the same time changing the various constants to force normalization and allow a new definition of "temperature". A value of $n=2$ corresponds to a Maxwellian distribution, but other values of $n$ are possible as well. When $n$ increases (for example, via the preferential loss of higher energy electrons from a given region of plasma) the distribution becomes more "flat-topped", and electron-electron collisions become entirely negligible at $n=5$. It has been shown [12,13] that a
shift in this exponent can lead to a corresponding shift of the ion acoustic frequency, among other plasma parameters. Therefore modified distribution functions are another type of inhomogeneity that can detune (or possibly enhance) a resonant process.

Intensity fluctuations of the driving lasers can also affect the energy transfer in resonant processes by changing \( v_{\text{osc}} \) in Eqn. [2.6]. All of these effects can build off of each other, with intensity fluctuations in turn creating temperature, velocity, and density fluctuations, as well as modifying the plasma distribution function. Therefore any single instability that causes plasma inhomogeneities must be considered in terms of possible interactions with other, seemingly unrelated instabilities.

2.2.3 Filamentation

One laser-plasma instability that can impose strong inhomogeneities on the plasma is electromagnetic filamentation. A qualitative description of this instability begins with small fluctuations of the laser beam intensity in a perpendicular direction to the laser propagation. The regions of higher intensity will have a stronger pondermotive force, as given by Eqn. 2.2, and therefore these regions will expel plasma and have a lower density. These regions of plasma will then act as lenses (because of the different dielectric constants of the higher- and lower-density plasma), which will then focus more of the laser energy into these regions and increase the size of the fluctuations. The result of this effect is to break the beam up into small parallel “filaments” of higher intensity light and lower density plasma [14].

Recent results in 2D hydrodynamic codes [15] imply that steady-state behavior of the filaments may be rarely achieved in practice. In the simulations, filaments often take the form of "dancing beamlets" that deflect left and right (scattered by self-generated ion waves) and can break up into further sub-filaments. The result of this process is to impose both spatial and temporal incoherence between different regions of the laser field,
limiting the length parameter over which instabilities can grow. However, this also leads to pockets of higher intensity fields which can cause higher-threshold laser-plasma instabilities to become important. Other effects of this filamentation process are a spatially varying temperature and even a modified electron distribution function throughout the plasma, as discussed in the previous section [13].

2.2.4 Absorption Processes

All of the above effects are underdense ($n<n_{cr}$) phenomena that can couple energy from the laser to the plasma. More dramatic absorption occurs when a laser is incident upon an overdense plasma ($n>n_{cr}$). The most straightforward coupling mechanism is collisional heating; electrons oscillate in the laser field (inverse bremsstrahlung absorption) and collide with the plasma ions, heating the plasma at the expense of the laser. This effect has been calculated analytically for both steep-gradient solid targets [16] as well as numerically for targets with a plasma density gradient, perhaps caused by a laser pulse longer than 1ps or even a lower-intensity laser pre-pulse [17].

However, all collisional coupling mechanisms are highly sensitive to the electron-ion collision frequency, $\nu_{ei}$, which scales inversely to the number of particles in a Debye sphere. From Eqn. 1.1 it follows that $\nu_{ei} \propto T_e^{-3/2}$. Therefore, as the intensity of the laser increases, raising the temperature of the plasma at the interaction region, collisional processes will sharply decrease. The effective collision frequency is further reduced when $\nu_{osc}$ becomes comparable to the thermal velocity of the electrons [18]. As a result, collisional absorption mechanisms decline in importance when $I \lambda^2 > 10^{15}$ W cm$^{-2}$ \mu m$^2$.

However, laser absorption continues to occur above these intensities; collisionless mechanisms can transfer energy to the plasma. Resonance absorption is one simple collisionless mechanism, where the electric field of the laser directly drives an electron plasma wave at the surface of critical density [19]. This excited plasma wave will
eventually deposit its energy in the surrounding plasma, and can be responsible for up to 70\% total absorption fractions, depending on the intensity and the polarization of the laser's electric field. This fraction tends to drop with increasing intensity, as will be discussed in the next section.

The details of resonance absorption can also change dramatically with the scale length of the plasma density gradient near the critical surface. At the critical density, the electrons in an electron plasma wave oscillate with a spatial amplitude of $\sim v_{\text{osc}}/\omega_p$. Once this distance is larger than the scale length of the plasma gradient $L$, then the resonance will break down. Instead, a "not-so resonant absorption" process can now be driven [20] where the electrons are directly heated by the laser field itself and thrown forward into the overdense plasma every laser cycle. From this model, the hot electron temperature created by this process can be calculated to scale as $I\lambda^2$ [21]. In the next section, we shall see that this scaling law does not continue to hold at intensities much higher than $I\lambda^2 = 10^{16}$ W cm$^{-2}$ $\mu$m$^2$.

2.3 High Intensity Interactions ($I\lambda^2 > 10^{17}$ W cm$^{-2}$ $\mu$m$^2$)

2.3.1 Relativistic Effects

At extremely high intensities, much of the physics of laser-matter interactions is determined by the large value of the dimensionless parameter $\alpha = v_{\text{osc}}/c$. According to [2.1], this parameter can be greater than 1 when $I\lambda^2 > 10^{18}$ W cm$^{-2}$ $\mu$m$^2$. Of course, the physical interpretation of $v_{\text{osc}}$ as the peak velocity of an oscillating electron in the laser field is no longer correct; the actual velocity will never be larger than $c$ due to the relativistic mass increase of the electron. The relativistically correct interpretation is $\alpha = p_{\text{osc}}/mc$ where $p_{\text{osc}}$ is the peak momentum of the oscillating electron.

One immediate consequence of the relativistic electron motion is that the B-field of an intense laser is no longer negligible. For an electron oscillating in a laser field at a
maximum velocity near the speed of light, the maximum Lorentz force is approximately the same as the maximum electric force:

\[ |F_{B_{\text{max}}}| = e|v \times B| \approx e c \left( \frac{E_0}{c} \right) = e E_0 = |F_{E_{\text{max}}}| \]  \[2.7\]

Here the maximum B-field of the laser \( B_0 = E_0/c \). Note that the velocity of electrons (due to \( E_0 \)) is in phase with the laser's B-field, but \( \pi/2 \) out of phase with the laser's E-field. The Lorentz force on the oscillating electrons shifts from \( +k \) (the direction of laser propagation) to \( -k \) in half of a laser cycle. Therefore the B-field of the laser becomes an integral part of high-intensity laser-matter interactions.

Another direct consequence of relativistically oscillating electrons is that the electrons will relativistically gain mass by a factor \( \gamma = (1 - v^2/c^2)^{-1/2} = (1 + \alpha^2)^{1/2} \). From Eqn. 1.2, this larger electron mass will lower the plasma frequency by a factor of \( 1/\gamma \), which in turn raises the critical density and allows a given frequency laser to propagate into higher density plasmas.

### 2.3.2 Collisionless Absorption

While resonance (and "not-so-resonant") absorption are collisionless mechanisms, they can be limited by the \( v \times B \) deflection of the electron orbits as described in Eqn. 2.8. This force can now excite electron plasma waves itself, and can potentially be a more efficient mechanism than resonance absorption at high intensities. [22,23]

One important factor in resonance absorption is that the incident laser has a E-field perpendicular to the \( k \)-vector of the laser, while the critical density surface tends to lie in the \( k \) direction. Therefore resonance absorption is much stronger in p-polarized, oblique angle laser-solid interactions, where the E-field can point into the overdense plasma.
This geometrical issue is less important for electron plasma waves driven by the \( \mathbf{v} \times \mathbf{B} \) Lorentz force, which always points in the \( \mathbf{e}_k \) direction, and therefore tends to push electrons into the region of overdense plasma. As the laser field cuts off into the overdense plasma, it can form a strong accelerating gradient for single electrons. This is very analogous to a pondermotive potential, except now the driving mechanism is the forward Lorentz force rather than the radial electric force. If the energy of the electrons comes from the pondermotive potential of the laser, the temperature can be analytically calculated as [24]:

\[
T_{hot} = [(1 + I \lambda^2 / 1.4 \times 10^{18})^{1/2} - 1] \times 511 \text{keV}
\]  

[2.8]

Additional calculations, simulations, and experiments up to \( I \lambda^2 = 2 \times 10^{18} \text{ W cm}^{-2} \mu \text{m}^2 \) concur that the escaping fast electrons have a temperature that scales as \((I \lambda^2)^{1/3} \text{ cm}^{-2} \mu \text{m}^2\), less intensity-dependent than the simpler model presented in the previous section. [21,23]

Despite this agreement at lower intensities, it clearly would be instructive to perform electron temperature measurements into the regime \( I \lambda^2 > 10^{19} \text{ W cm}^{-2} \mu \text{m}^2 \); this would provide a further test of the basic theory as well as provide insight to the feasibility of the fast ignitor fusion concept. Experiments at this intensity regime will be discussed in Chapters 4 and 5.
Chapter 3

Interactions Between Crossing Laser Beams

3.1 Background

3.1.1 Previous Work

Energy transfer between two intersecting laser beams in a plasma directly addresses fundamental aspects of laser-plasma interactions and is also relevant to laser-driven inertial confinement fusion. Stokes coupling, as described in Section 2.1.2, is one mechanism by which energy can be transferred between beams; full mathematical details can be found in Appendix A. Eqn. [2.4] gives the frequency-matching and wavenumber-matching conditions that must be satisfied for resonant energy transfer, along with the condition that the driven plasma wave \((\omega_s, k_s)\) be a normal mode of the plasma.

When the two lasers have a frequency difference near \(\omega_p\), the resonant Stokes wave can be a Langmuir wave according to the dispersion relation in Eqn. [1.8]. Driving a resonant wave in this matter has been accomplished [25], and further experiments have shown that the driven electron plasma wave can serve as an electron accelerator [26]. Energy transfer between the driving laser beams has also been demonstrated when the driven Stokes wave is a resonant electron plasma wave [27].

For laser beams of comparable frequency the difference will be small and Langmuir waves will never be resonant. Rather, low-frequency ion waves, with a dispersion relation given by Eqn [1.10], are more relevant for energy exchange between the lasers (and to a lesser extent the plasma). Resonant ion waves have been driven by
microwaves [28] and also by two laser beams [29]. This latter experiment measured a modest transfer of energy mediated by a resonant ion wave, as evidenced by the fact that no energy transfer was observed for two laser beams of equal frequency.

Non-resonant ion waves have been produced with two identical frequency beams, which were found to have an effect on Stimulated Raman Scattering [30]. More recently, Lal et al. have observed energy transfer between two $\lambda = 10.6\mu\text{m}$ wavelength laser beams [31], but this was during a transient period on the order of a few acoustic periods, during which energy transfer may occur between identical frequency beams [32,33].

These previous experiments were performed in subsonic plasmas. In a supersonic plasma ($|v_d| \geq c_s$) the resonant ion wave can have zero frequency in the laboratory frame if $\omega_{\text{ia}} = 0$ in Eqn. [1.10]. It has been proposed that for this condition, a ion wave could transfer energy between two identical frequency beams over many acoustic periods [34-36]. This chapter will address new experiments that test this possibility.

### 3.1.2 Relevance to Indirect Drive Fusion

As noted in section 1.4.2, current designs for indirect drive fusion (such as NIF) involve the intersection of multiple laser beams of varying intensities as they enter a gas-filled hohlraum (see Fig. 1.1). Because the plasma flow leaving the hohlraum can be near supersonic [36], the ion wave frequency may be shifted to zero as described above. This in turn could allow a resonance that might transfer energy between the laser beams.

Figure 3.1 shows the geometry of a hohlraum experiment in the 10-beam Nova laser. Five equal-intensity beams are incident on each side of a cylindrical hohlraum. It is experiments in this geometry, more than any other, that have laid the scientific groundwork for the 192-beam NIF facility. Although there are crossing laser beams in the 10-beam geometry, a crossed-beam energy exchange is not likely because the resonant ion wave will be exactly perpendicular to the axis of the hohlraum. The plasma
Figure 3.1. A schematic of the 10-beam geometry of NOVA indirect-drive experiments. All 10 beams are incident at the same angle with respect to the hohlraum axis.

flow out of the hohlraum, which will be directed along the hohlraum axis, will therefore not be in the correct direction to shift the ion frequency of the correct wave to zero. In other words, the $v_r k$ term from Eqn. 1.10 is zero in the 10-beam Nova geometry.

However, as seen in the comparison between Figures 1.1 and 3.1, the geometry of NIF will be substantially different from Nova. Four cones of laser beams will now cross in the Laser Entrance Hole (LEH) and beams in different cones will have a resonant ion wave with a component along the hohlraum axis. Hydrodynamic simulations using LASNEX [37] have shown that a sufficiently strong plasma flow in NIF might shift the frequency of these resonant ion waves to zero [38]. Therefore, there is a concern of energy transfer between beams in the NIF geometry.

This effect has been the subject of much theoretical work [33,39-41], and is a concern because energy transfer would have deleterious effects on the symmetry of the laser radiation inside the hohlraum. This in turn could limit or prevent the fusion gain from the fuel pellet, depending on the timing and severity of the asymmetry. (8% rms
balance is required among the 192 laser beams of NIF). Although the experiments presented below show that this "crossed-beam instability" is possible in principle, it does not directly address many of the conditions that will be found in NIF, and the relevance of this experiment to NIF will be discussed in Chapter 6.

3.1.3 Relevance to Direct Drive Fusion

Like indirect-drive fusion, direct-drive fusion schemes also required crossing laser beams. While there is no hohlraum in a direct-drive geometry, overlapping beams are required to raise the implosion symmetry balance to ~1% rms (as opposed to 8% for indirect-drive). This is accomplished both by smoothing techniques on individual beams (phase plates, 2-D SSD, polarization smoothing, etc.) as well as overlapping neighboring beams to smooth the overall beam profile.

In addition, the ablating plasma from a direct-drive fuel pellet can have significant flow velocity, although the very highest flows are found in low density plasmas far from the pellet. Together, one might expect the combination of flow and crossing-beams in direct drive to be even more serious than in indirect drive, as less energy transfer would be needed to destroy the implosion symmetry.

In the indirect-drive case, however, the laser beams come in at different cone angles, which leaves the resonant ion wave with a component along the hohlraum axis. There are not different cone angles in direct-drive geometries; all beams are pointed at the center of the fuel pellet. Therefore a flow that might shift the frequency of the resonant ion wave to zero would have to be a *transverse* flow, and not the radial flow that is typically present.

Although this might seem to eliminate crossed-beam effects as a concern in direct-drive fusion, a resonant interaction is still possible because of the finite f-number of the beams. Because each beam has a range of cone angles, energy at different cone
angles can still interact, giving the resonant ion waves a radial component which can then be frequency-shifted by the radial flow. The size of this component will depend on two parameters: 1) the distance between the crossed-beam interaction and the center of the fuel pellet, and 2) the f-number of the incident laser beams. As the former parameter gets smaller and the latter parameter gets larger, the radial component of a potentially resonant ion wave increases.

A further concern is the 2-D SSD smoothing that is utilized on the Omega laser system and will likely be necessary for any direct-drive system. The spectral smoothing results in an increased bandwidth, which allows ion waves to be resonant even without a zero frequency: the frequency difference of the laser light is no longer always zero. This is also a concern in indirect-drive schemes (NIF), which may utilize SSD as well. While no crossed-beam experiments have been performed with SSD, four shots are scheduled in September 1998 on the Nova laser system to determine if the larger bandwidth associated with SSD might increase (or decrease) any crossed-beam interaction. While the results cannot be included in this thesis, they will be published in a special issue of Physics of Plasmas in May 1999.

3.2 Experiment

3.2.1 Production and Diagnosis of the Flowing Plasma

The work described here is the first measurement of steady-state energy transfer between identical frequency beams in a plasma with supersonic flow. The experiments were performed on the 10-Beam Nova laser facility at LLNL, using four f/4.3 beams with a wavelength $\lambda = 351\text{nm}$. Two of the beams (designated as "heater beams") were partially defocused to 800$\mu$m diameter spots, each spatially smoothed with a kinoform phase plate (KPP) [42] and containing 3kJ of energy in a square pulse lasting from $t=0$ to
t=3ns. These two heater beams were incident (40° to normal) on both sides of a 5µm thick Be (Z=4) rectangular foil, 2 by 4mm in size.

The exploding foil was initially modeled with LASNEX, using the heater beam parameters described above. A layer with Mach 1 flow (\(\nu_f = c_s\)) was calculated to move out from the initial foil position over time, reaching a distance of 500µm from the foil at \(t=3\text{ns}\). At this time the density along the center normal of the foil had reached a 1mm-scale plateau of a roughly constant electron density \(n_e = 0.06 \ n_c\), where \(n_c\) is the critical density for 351nm light (9 \(10^{21}\ \text{cm}^{-3}\)).

Not to overly rely on the LASNEX prediction, the flow velocity was then experimentally characterized with a Thomson scattering technique [43]. A lower intensity \(\lambda = 526\text{nm}\) probe beam was focused in a 100µm FWHM spot, 500µm from the center foil position. The incident probe beam angle was chosen such that the k-vector of the probe \(\mathbf{k}_0\) minus the k-vector of the scattered light \(\mathbf{k}_1\) (in the direction of the detector), matched to the k-vector \(\mathbf{k}_s\) of a plasma wave of interest (according to Eqn. 2.4). This matching plasma wave (arising from the thermal background) was an ion acoustic wave that lay within 15° of the foil normal, and therefore within 15° of the flow velocity vector \(\mathbf{v}_f\). This wave, according to Eqn [1.10], has a term \(\mathbf{v}_f \cdot \mathbf{k}_s\) in its frequency, and therefore the frequency shift of the Thomson-scattered light is a diagnostic for the velocity of the plasma. More specifically, when the scattered frequency \(\omega_1\) is equal to the initial probe frequency \(\omega_0\), Eqn. [2.4] implies that the laboratory-frame frequency of the plasma wave \(\omega_s\) is zero. This in turn implies (by Eqn [1.10]) that a Mach 1 plasma flow exists in the \(-\mathbf{k}_s\) direction, opposite to the propagation of the diagnosed plasma wave. It is precisely the ion waves of this type (\(\omega_s=\omega_{ia}=0\)) which can act as energy-transferring mediators between two crossing laser beams.
Figure 3.2. (a) Thomson scattering image from a \( \lambda = 526.6 \text{ nm} \) probe focused at \( z = 500 \mu \text{m} \) from the original foil position, resolved in wavelength and time. The upshifted ion acoustic wave feature overlaps the unshifted light at \( t = 2.9 \text{ ns} \), signifying a Mach 1 plasma flow. (b) The LASNEX calculation of the Mach 1 flow location is plotted against time. The measurement from Fig. 1a is shown in comparison. The dashed box represents the typical spatial and temporal extent of the crossed beams in the primary experiment.

The frequency- and time-resolved Thomson scattered light is shown in Figure 3.2a. At \( t = 2.9 \text{ ns} \) the frequency up-shifted ion wave feature overlaps the stray light, signifying that \( \omega_{ia} = 0 \) and that a Mach 1 plasma flow was present at an angle of 15° to the target normal. The correction factor for the plasma flow velocity normal to the foil is \( (\cos 15^\circ)^{-1} = 1.035 \), which is negligible compared to the error arising from the spectral line width of the measurement. Figure 3.2b shows that this measured Mach 1 position \( (z = 500 \mu \text{m}, t = 2.9 \text{ ns}) \) is consistent with the LASNEX calculation.

Further information concerning plasma temperature can be extracted from the separation between the two ion wave features. As described in Section 2.1.3, the two ion wave features are separated by \( 2\omega_{ia} \), and therefore this data serves as a time history of the ion acoustic frequency. The temperature of the plasma can be determined using Eqn [1.9], with one large complication. For low \( Z \) materials, the \( T_i \) term cannot be ignored, and therefore there are two unknowns: \( T_e \) and \( T_i \). In order to determine \( T_e \), an assumption must be made concerning the \( T_e/T_i \) ratio; this is where the majority of the
error enters into the temperature measurement. LASNEX predicts a $T_e/T_i$ ratio of about 2, and this was assumed to be correct to within 25%.

With this assumption, the measured electron plasma temperature at $t=2.9\text{ns}$ is $0.8\pm0.2\text{ keV}$, lower than the predicted $1.2\text{keV}$ at this location. This could mean that the correspondence of the Mach 1 position may be somewhat coincidental, as the flow velocity which corresponds to Mach 1 is dependent on temperature. The error bars of the Mach 1 measurement are largest in the direction away from the foil due to the possibility that the beam was deflected by the plasma density gradient, with a maximum error defined by the spatial view of our diagnostic. Even with this effect, the error in the Mach 1 measurement is much smaller than the spatial and temporal extent of the region sampled in the main experiment.

3.2.2 Crossing Beams in the Flowing Plasma

The main experiment was then performed by crossing two additional $\lambda=351\text{nm}$ beams in the exploding foil plasma. We refer to the higher-intensity beam as the "pump", and the lower-intensity beam as the "probe". As shown in figure 3.3, these beams arrived from opposite directions, separated by an angle of $152^\circ$. Both the pump and probe were incident at $14^\circ$ from the normal of the foil (the z-axis, defined in figure 3.3), and the resultant ion wave was therefore aligned to the plasma flow along the z-axis. The pump and probe beams were originally focused at a location $z=-500\mu\text{m}$ from the $z=0$ initial foil position. The pump has a higher frequency in the frame of the flowing plasma on the -z half of the foil, and therefore the resonance would be expected to transfer energy from the pump to the probe and the ion wave.

The probe light transmitted through the plasma was incident on a frosted fused-silica plate 1.5m from the target, and the scattered light was then imaged onto a fast
Figure 3.3. The experimental geometry is shown. The 5μm Be foil is initially at z=0, where z is the normal to the foil in the direction of the Pump beam propagation. At t=0ns two heater beams (not shown) illuminate the foil from both sides. At t=1ns the Pump and Probe laser beams intersect at a known distance from the foil, at a 152° angle. The diamond-shaped crossing region can have a z-extent of 850μm to 1300μm depending on the focal spot sizes, but >75% of the intensity intersects in a region only half this size.

Post-processing of the photodiode signal helped correct for the finite-time response of both the large scatter plate and the diode. The final absolute uncertainty in the transmission measurements is ±14% (±20% for time scales <100ps), and the relative uncertainty between different shots is ±10%.

The specifications of the crossing beams were as follows: the pump beam was identical to the heater beams (square pulse, 3kJ in 3ns, KPP), but arrived 1ns late, staying on from t=1ns to t=4ns. The pump was focused to a 340μm full-diameter spot, reaching an intensity of 10^{15} Wcm^{-2}.

The probe beam had a typical energy of 0.2kJ, and two focal spots were used. For the first part of the experiment, no phase plate was used on the probe, allowing a focused FWHM of 100μm (170μm full diameter). The probe's pulse shape was a 3ns upward ramp, beginning at t=1ns and reaching a peak of 150GW at t=4ns. Then, in order to change the intensity ratio between the crossing beams, a KPP was added to the probe.
beam for the second part of the experiment. This increased the spot size to 340\(\mu\)m (full diameter between Airy minima). Also, the probe’s pulse shape was changed to a 4ns square pulse, extending from \(t=1\)ns to \(t=5\)ns. The increased size of the probe stretched the z-extent of the diamond-shaped region where the full beams intersected from 850\(\mu\)m to 1350\(\mu\)m. The length of the region where >80% of the energy intersected increased from 500\(\mu\)m to 800\(\mu\)m.

3.2.3 Results

The transmission of the first (smaller spot size) probe beam is plotted against time in figure 3.4a. With no pump beam present, the transmission of the probe through the exploding foil stabilized at 50-60%. With the addition of the pump beam, crossing the probe at a location \(z=-500\mu\)m, the transmission of the probe increased to near 100% on short timescales. However, when the two beams were crossed at a location \(z=-750\mu\)m, the probe transmission returned to the previous 50-60% level. Because the probe passed through the bulk of the exploding foil plasma before reaching the crossing region, this region had an average intensity ratio \(I_{\text{pump}}/I_{\text{probe}}\) of \(\sim 3\).

By adding a KPP to the probe beam as described above, the ratio \(I_{\text{pump}}/I_{\text{probe}}\) was increased to \(\sim 25\) for the second part of the experiment. Figure 3.4b shows the transmission of this lower-intensity probe beam, both with and without the pump beam. The no-pump transmission was nearly identical to the previous case despite the different pulse shapes, evidence that the low-intensity probe beam was not strongly affecting the plasma. With the pump beam present, the transmission was again increased to \(\sim 100\%\) levels when the beams were crossed at \(z=-500\mu\)m; \(\sim 80\%\) levels when the beams were crossed at the original foil position \((z=0)\); and no significant transmission enhancement when the beams were crossed at \(z=+500\mu\)m.
Figure 3.4. (a) Probe transmission fraction ($T_{probe}$) is plotted against time for a Pump/Probe intensity ratio of ~3. The thick solid line is the probe-only (no pump) condition. The other data show beam-crossing locations of $z=-500\mu m$ (thin solid line) and $z=-750\mu m$ (thin dashed line). (b) Probe transmission fraction is plotted against time for a Pump/Probe intensity ratio of ~25. The thick solid line is the probe-only condition. The other data show beam-crossing locations of $z=-500\mu m$ (thick dashed line), $z=0\mu m$ (thin solid line), and $z=+500\mu m$ (thin dashed line).

For each transmission measurement, a linear gain factor can be computed by simply dividing the crossed-beam transmission by the no-pump transmission. Although the early-time peak gains are large (>3) in both cases where the beams were crossed at $z=-500\mu m$, the corresponding errors are large as well because of the lower no-pump transmission values at these times. A more quantitative gain measurement can be made by averaging the gain over $2ns < t < 3ns$, the time period when the Mach 1 flow velocity is calculated to be between $z=-300\mu m$ and $z=-500\mu m$. These averages are plotted against
Figure 3.5. The gain factor of the probe beam (averaged from 2ns < t < 3ns) is plotted versus position for each crossed-beam location. Circles are for Pump/Probe intensity ratios of 3; squares are ratios of 25. The large horizontal error bars represent the region over which >80% of the crossed beams overlap. The shaded region represents the calculated Mach 1 location during the 2ns < t < 3ns period.

The large horizontal error bars represent the extent in the z-axis of the high-intensity diamond-shaped crossing region of the two beams. The maximum gain values of ~1.6 occurred when the crossing region overlapped the Mach 1 region; little gain was observed when the beams were crossed outside this region. This dependence on position is strong evidence of a resonant process.

3.3 Analysis

3.3.1 Possibility of Pump-Heating

Increased transmission of the probe beam in the presence of a pump is not by itself absolute evidence of energy transfer; alternatively, the pump might heat the plasma and thereby decrease the inverse bremsstrahlung absorption of the probe beam.
LASNEX simulations show no pump beam effect on the plasma density or Mach 1 location, but do show a higher temperature plasma when the pump is on. This temperature change increases the peak theoretical probe transmission from 60% to 70%, but cannot explain the observed ~100% transmission.

In addition, this effect is calculated to occur late in the pump pulse, from \( t=3\text{ns} \) onward, rather than the earlier \( t=-2\text{ns} \) where our peak transmission is observed. Further evidence against this pump-heating scenario includes a measurement of the transmission of the pump beam; this is compared with the probe beam transmission in Fig 3.6. The pump beam transmission peaks later in time (\( t=3.2\text{ns} \)), at a level of 55%, while the amplified probe signal peaks earlier (\( t=2.4\text{ns} \)) and with much higher transmission levels.

---

**Figure 3.6.** The transmission fraction of the pump beam and probe beam are plotted against time. The probe transmission shown here was a shot in which significant enhancement was seen, corresponding to the thick dotted line in Figure 3.4b.
Because the two beams are not exactly co-linear, any pump-induced heating should have primarily increased the pump transmission.

Finally, all enhanced transmission is seen to end at $t=4\text{ns}$ when the pump beam turns off, as expected from a crossed-beam effect. Any pump-heating effect would not turn off with the pump beam, as the hot plasma would continue to allow a greater transmission for times $>4\text{ns}$.

To summarize this point, the timing and strength of the observed effect is inconsistent with a pump-heating scenario but consistent with resonant energy transfer between crossed beams. The positional scaling from Figure 3.5 is the strongest argument in favor of a resonant process.

### 3.3.2 Scaling of Energy Transfer

Given that the experimental results seem to point to resonant energy transfer, it is important to analyze the absolute levels and scaling of this effect. While the five data points in Figure 3.5 offer a limited data set from which to extrapolate, some interesting observations can still be made.

Figure 3.5 shows that the measured average gain at $z=-500\mu\text{m}$ is roughly the same ($\sim 1.6$) for both experimental intensity ratios. If the resonant ion wave were saturated (see section A.4 in the Appendix) one would expect the gain to increase with increasing $I_{\text{pump}}/I_{\text{probe}}$. In an unsaturated case, however, Figure A.1 predicts little difference between the energy transfer percentages for different intensity ratios. Our equal gain measurements, however, suggest that this process is not in a saturated regime. This conclusion concurs with previous resonant energy-transfer scaling [29] but is at odds with the near-complete transfer of the pump energy predicted by assuming a linearly driven ion wave in a homogenous plasma (Eqn. [2.6]).
As described in Chapter 2, there are many possible mechanisms that could limit the amount of energy transferred, such as non-Maxwellian distribution functions driven by filamentation of the pump beam. Many of these mechanisms have been employed in the past to explain low amounts of energy transfer [29]. The pump beam in this experiment is in an intensity range where filamentation occurs, and therefore we expect somewhat modified plasma distribution functions in this experiment. While a quantitative estimate of gain reduction by this mechanism is difficult to estimate, the gain length $L$ over which the instability may occur can be shortened dramatically, splitting up the "resonant" volume into small, disconnected regions.

Numerical simulations of plasmas with strong gradients show further reductions of the amplification. BZOHAR, a two-dimensional electromagnetic code that uses particle ions and Boltzmann fluid electrons [45], has been used to perform simulations of this experiment on small spatial scales [46]. These simulations suggest that the resonant ion waves and the probe amplification saturate after several ion acoustic periods, but the energy gain quickly relaxes (after 40ps) and becomes nearly proportional to the input probe intensity, as seen in the experiments. BZOHAR arrives at this "linear" condition by means of nonlinear detuning and nonlinear localization of the ion wave resonance.

An additional comment should be made concerning the single "Mach -1" data point, where the beams were crossed on the wrong side of the exploding foil (at $z=500\mu m$). Because the intensity of the beams was not changed (except due to differing levels of attenuation by the plasma) we still refer to $I_{\text{pump}}$ as the high-intensity beam and $I_{\text{probe}}$ as the low-intensity beam. However, in the frame of the plasma $I_{\text{pump}}$ is no longer the higher-intensity wave. In the notation of Appendix A, where $I_2$ is the intensity of the lower frequency crossed-beam and $I_3$ is the intensity of the higher-frequency beam, $I_{\text{pump}}$ now corresponds to $I_2$ and $I_{\text{probe}}$ now corresponds to $I_3$. Therefore, this is the only experimental point for which $I_2\gg I_3$. 
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Because the energy in crossed-beam interactions flows from the highest-frequency wave to the lower-frequency waves, in the "Mach -1" interaction one would expect energy to flow from the probe to the pump, rather than the reverse (see section A.2). If this in fact occurred the experiment would have measured a drop in probe transmission, giving the Mach -1 data point a "gain" parameter less than unity. But although the intensity product I2I3 was the same as in the Mach 1 case, and one might expect similar-amplitude ion waves to be driven, Eqn. [2.6] clearly shows that the energy transfer is driven by the intensity of the high-frequency wave (vosc²). Therefore, the "Mach -1" data point represents a situation where the low-intensity probe is a weak driving wave, too weak to drive the three-wave instability that was driven by the pump beam at Mach 1.

In summary, enhanced transmission of a laser beam is observed when it is crossed with a higher-intensity beam of the same frequency in a flowing plasma. Positional and temporal scaling of this effect demonstrates that this is due to a resonance with an ion wave that has zero frequency in the laboratory frame, making this the first observation of steady-state energy transfer between identical frequency laser beams. The observed intensity gain of ~1.6 in two different intensity regimes suggests that the resonant energy transfer is responding linearly to the driving laser beams. Further analysis of this experiment and its relevance to laser fusion schemes can be found in Chapter 6.
Chapter 4

Measurements of Hot Electrons Produced by High Intensity Laser-Solid Interactions

4.1 Background Physics

4.1.1 Previous Work

In the field of laser-matter interactions, hot electrons have been a concern for many decades. In underdense \(n<n_{cr}\) plasmas, hot electrons are produced by the damping of laser-produced electron plasma waves. Until recently, most laser-driven fusion schemes viewed these laser-heated electrons as a nuisance which could pre-heat the fuel pellet and prevent a uniform compression. Laser-induced acceleration of electrons was first viewed in a positive light by the particle acceleration community [25], and today there is much research into high-gradient electron accelerators using laser-plasma interactions.

But these applications use underdense plasmas in order to achieve the highest electron energies, and consequently the total number of accelerated electrons is limited by the plasma density, among other considerations. Fast ignition fusion, on the other hand, requires electron beams with kilojoules of total energy but modest single-electron energies \((\sim 1\text{ MeV})\). The high densities of the fusion target and the necessary large number of electrons require laser-plasma interactions at the critical density, with the hot electrons then propagating into a solid target.
Previous experiments have measured these hot electrons at lower intensities than are now available [47-53]. One recent experiment using strongly relativistic intensities (\(\mathcal{I} \lambda^2 > 10^{19} \text{ W cm}^{-2} \mu\text{m}^2\)) measured high energy electrons in vacuum after leaving a foil target in which they were produced [54]. This technique, while able to accurately measure the spectrum of the highest-energy electrons, has several main drawbacks. One is that the solid angle of collected electrons is typically small, and not representative of the total number of electrons created in the interaction. The second drawback is that the electrons are measured after they leave the target, and their energy can be modified by the electrostatic potential of the remaining positively-charged target. This will not greatly affect the energies of the fastest electrons, but the bulk of the electron distribution may be misrepresented by these direct measurements. Finally, very large currents may not propagate in vacuum, as explained in section 4.1.3 below; only in-target measurements can hope to measure anything greater than the vacuum current limit.

Many other experiments [47-51,53] have utilized \(K_\alpha\) x-ray emission from buried layers in multilayer targets to diagnose the electrons. This is an indirect method for measuring the electrons before they leave the target via the inner shell ionization of a tracer material at a known depth in the target. By varying the depth of the tracer layer, an electron spectrum can be inferred from the corresponding change in the \(K_\alpha\) x-ray yield. This method allows a full integration over all electrons with enough energy to propagate to the buried layer, but it does not provide the spectral resolution that is available from direct electron detection techniques.

For the purposes of experimentally addressing the feasibility of the Fast Ignitor technique presented in Chapter 1, the \(K_\alpha\) technique is the most appropriate. It allows the best measurement of the total conversion efficiency from laser energy into fast electrons, and accomplishes this in-target. While the details of the electron energy spectrum might have minor consequences for a fast ignitor scheme, the primary parameter is simply the
mean energy of the electrons; this will determine where the most energy will be deposited in a DT fuel pellet. For these reasons, this chapter will experimentally address laser-produced hot electrons via the \( K_\alpha \) technique.

### 4.1.2 Single Electron Energy Deposition

The \( K_\alpha \) technique is an indirect one; information concerning the laser-produced electrons must be inferred from the strength of the x-ray signal. For this reason, it is important to understand the behavior of electrons as they propagate through the target.

Fortunately, the behavior of a fast electron in cold matter is well understood, and it can be modeled to a high degree of accuracy. Additional complications emerge when large numbers of electrons heat the material, create magnetic fields, and build up large space-charges; these complications will be addressed in the next section.

From a single-electron standpoint, an electron will undergo bremsstrahlung scattering off of the stationary atoms, decelerating the electron and radiating away some of its energy as x-rays. In addition, electrons can inelastically collide with the electrons of the stationary atoms, either raising them to an excited state or removing them from the atom altogether. More x-rays are released as these excited or ionized atoms relax to their ground state.

The linear rate at which electron energy is deposited is given by the Bethe-Bloch formula [55]:

\[
\frac{\partial E_e}{\partial s} = -2\pi e^4 Z n_A \ln \left( \frac{2E_e}{E_e} \right) \langle IP \rangle
\]

Here \( E_e \) is the energy of the electron, \( n_A \) is the atomic density, and \( \langle IP \rangle \) is the average ionization potential of the material. This is an approximation that assumes the atoms in the material have a near-equal number of protons and neutrons, good for moderate-Z materials except hydrogen. This equation can be integrated to find the range.
of an electron of given energy, but this range is measured along the path of the electron. Because of the multiple inelastic scattering events that the electron encounters, it is more difficult to analytically determine the linear distance that an electron will propagate into a given material. The situation is further complicated by an energy dependence of the typical scattering angle of the electron. While extensive electron propagation tables are available, the most accurate way to model this process is through a Monte-Carlo computer code, which can randomize the collisions and determine the distributions of probable trajectories.

When an electron (or photon) collides with an inner K-shell electron and removes it from the atom, there is a probability that an L-shell electron will radiatively decay into the K-shell vacancy. This decay produces a $K_\alpha$ x-ray with a known energy, depending on the type of atom and its charge state. Alternate processes by which the K-shell vacancy may be filled include $K_B$ radiation (radiative decay of an M-shell electron into the K-shell vacancy) and an Auger process, by which an electron from the L-shell decays into the K-shell vacancy but the energy is taken off by another electron.

Because a K-shell vacancy can be created by both electrons and photons of sufficient energy, careful analysis must be made of the photo-pumped $K_\alpha$ x-rays. Unlike electrons, photons of sufficient energy are preferentially absorbed by the inner shell electrons, so a photon has a larger K-shell cross section than an electron of comparable energy. Under certain circumstances, the secondary x-rays produced by an electron (via bremsstrahlung and other processes) can be nearly as large a source of $K_\alpha$ x-rays as the electron itself. Therefore a comprehensive account of the $K_\alpha$ x-rays produced by electrons must include these secondary effects.

To this end, the Monte-Carlo electron-transport code ITS [56] was used to interpret the data. This code is widely used in the electron acceleration community, and has been tested and benchmarked against a wide array of experiments. The output of this
code was the number of Kα x-rays per steradian emitted from a given target in a particular
direction, normalized to the number of source electrons. In addition to calculating the
electron transport and ionization, ITS also computed the x-ray continuum produced by
bremsstrahlung of the fast electrons and the resulting photo-ionization of the target.
Further discussion of the ITS code will continue below.

4.1.3 Electron Beams in Matter

Monte-Carlo modeling codes do not take collective effects into account in a self-
consistent manner. Because of this, large fields produced by an intense beam of electrons
must be analyzed with different techniques. As high currents are expected from even a
modest conversion of laser energy into electrons, these effects can be strong enough to
dominate the single-electron effects discussed in the previous section.

Just as local charges are shielded by a plasma (over a spatial scale of λD), a
plasma will also attempt to expel magnetic fields by shielding local currents as well. The
mechanism is that a changing magnetic field induces an electric field which produces a
current to exactly cancel the new magnetic field. Therefore a beam entering a plasma
will lead to the generation of a "return current" that will tend to neutralize the magnetic
field of the original beam. This process, like Deybe shielding, has a gradient; due to
finite electron inertia, there is a skin depth over which magnetic fields are shielded:

\[ \lambda_m = \frac{c}{\omega_{pe}} \]  

[4.2]

Because of this imperfect shielding, a beam in the plasma will never be perfectly
canceled by the return current. Although the net current may be much smaller than the
original beam, some level of magnetic field will be produced inside the beam itself. This
field will change the trajectories of the very electrons that make up the current, and a
strong enough field will prevent a beam from propagating at all. This will begin to occur
when the outer-most electrons in the beam (in the presence of the strongest B-field) execute $\pi/2$ orbits that fully negate their original transverse velocity. For a uniform, cylindrical beam of electrons with energy $E$ this can be computed to occur at an "Alfven current":

$$I_A = \frac{c\sqrt{E^2 + 2mc^2E}}{e}$$  \[4.3\]

Because of the cgs units, $I_A$ is in the unfamiliar units of statamperes; it must be divided by $3 \times 10^9$ to yield amps. It is not a forgone conclusion, however, that no beam can propagate through a plasma if $I > I_A$. A hollow-ring current distribution, for example, can allow larger currents than a uniform distribution. Other geometries might be possible if one allows for curving electron orbits that wind their way through the plasma. It is unclear how large a current can exist in a plasma, but unshielded currents an order of magnitude greater than the Alfven current are unlikely to be physically possible.

For the fast ignitor scheme, a single Alfven current would not be nearly sufficient to spark a fusion reaction; currents of $10^4 I_A$ would be more relevant. For such a current, a local return current of at least $0.999 \times 10^4 I_A$ would be necessary to lower the magnetic fields to a level that might still allow the propagation of the original beam. This is a high degree of current cancellation, and it is important to determine if the magnetic skin depth from Eqn. 4.2 might be consistent with such a return current.

The simplest model, as in the derivation of the Alfven current, is to assume a cylindrical beam of uniform density. If the current in the beam is $I_b$ and the radius of the beam is $\sigma_b$, an equal return current ($-I_b$) will be drawn in an opposing beam of radius ($\sigma_b + \lambda_m$). This wider beam is due to the magnetic skin depth; the B-field will be completely shielded within a distance of $\lambda_m$. Locally, because of the different beam sizes, the return current inside the original beam area will be less than $I_b$ by a geometrical factor of $(\sigma_b/\sigma_b + \lambda_m)^2$. Therefore it is the net current in this area that will be constrained by the
Alfvén limit:

\[
I_b \left(1 - \frac{\sigma_b^2}{(\sigma_b + \lambda_m)^2}\right) \equiv \frac{I_b}{N_A} \leq I_A \quad [4.4]
\]

Here \( N_A \) has been defined as the number of Alfvén currents which is possible to propagate in a directional beam, when taking into account the magnetic shielding from the equal return current. Rewriting Eqn. 4.2 in terms of the laser wavelength (\( \lambda_0 \)) and the plasma density, \( \lambda_m = (\lambda_0/2\pi) (n_{cr}/n)^{1/2} \). If \( \sigma_b \) is assumed to be the radius of the laser spot as well as the electron beam (and \( \sigma_b >> \lambda_m \)), \( N_A \) can be rewritten as:

\[
N_A = \pi \frac{\sigma_b}{\lambda_0} \left( \frac{n}{n_{cr}} \right)^{1/2} + 1 \quad [4.5]
\]

This is a simple result that seems to have been overlooked in the fast ignition literature and is derived here for possibly the first time. If the laser spot size radius is about 7 laser wavelengths, Eqn. 4.5 shows that a one-directional current of 23 Alfvén currents is the limit in a critical density plasma. Arbitrarily large currents are possible in plasmas of sufficient density. In a fast ignitor application the peak density would be even greater, allowing still larger currents. It should again be noted that these formulas only apply for idealized uniform cylindrical beams, and a more realistic beam profile would result in somewhat different limits on the maximum current in a plasma. Also, any increase of the magnetic skin depth, either due to the "anomalous skin effect" or lower hybrid turbulence will decrease \( N_A \). Finally, the Alfvén limit can be relaxed by the addition of electrostatic forces, which could counter the large Lorentz force on the beam electrons. Further complications are also not taken into account in this simple model. Comparison of this model with the experimental results will be discussed in Chapter 6.

An additional way in which multi-Alfvén currents could propagate in a solid-density plasma is in the form of a large number of small filaments, each on the scale of the magnetic skin depth. This possibility will also be discussed in Chapter 6.
4.2 Methods

4.2.1 Description of 100TW Laser

The experiments presented here were performed at the Nova laser facility at LLNL, on a beamline known as the 100Terawatt laser. [57] This laser is a mixed-amplifier system (see Figure 4.1), with a high-bandwidth front end (Ti-doped Sapphire amplifiers) that produces 50mJ of 1.06μm wavelength pulses at 10Hz. These pulses are compressible to 320fs due to their large 8.0nm bandwidth, but are generally chirped (stretched) to a long Gaussian pulse with a FWHM of 1.5ns. One of these pulses is selected to propagate into the second part of the system, a series of Nd-doped glass amplifiers. These amplifiers have a smaller bandwidth, but allow for higher peak intensities because of the longer lifetime of the population inversion. Some bandwidth can be restored by alternating between phosphate glass amplifiers and silicate glass.

![Diagram of 100TW Laser System](image)

Figure 4.1. Front end of the 100TW laser system (and also the PW laser system). The final 9cm disk amplifier for the 100TW laser is not shown.
amplifiers; each type of Nd-doped glass has a different bandwidth, and the combination allows for a higher-bandwidth gain medium. The output of this system is a 20-45 Joule stretched pulse, also at 1.5ns duration but with a smaller 4.7nm bandwidth than the front end produced. This beam is focused through a spatial filter to improve beam quality, and then propagates into the compression chamber.

The compression chamber uses two 40cm-diameter gratings, separated by 4m, to compress the pulse. The chamber is kept at a vacuum of better than 10^{-5} torr, and has a throughput of 68%. The final pulse length after compression is 400fs. A small portion (4%) of the beam is picked off, of which another 4% is sent to diagnostic stations that measure the near-field (unfocused) energy distribution, far-field (equivalent-plane focus) spot size, and autocorrelation (pulse width) on every shot. In order to allow sufficient cooling of the Nd:Glass amplifiers to allow a good focal spot, shots are limited to one every 45 minutes.

The output of this entire laser system is 12-30 Joules of 1.06μm light in 400 fs. The peak intensity is 10^7 times greater than the amplified spontaneous emission (ASE), which begins about 3ns before the main pulse. An additional 400fs prepulse, reaching ~10^{-3} of the peak intensity, arrives ~2ns early. The final focusing optic is an f/3 off-axis parabola, which produces a measured 15 micron FWHM focal spot (peak intensity of 4 \times 10^{19} \text{ W cm}^{-2} \text{ for 30 Joules}). Interferometry measurements [58] and simulations show that the ASE and prepulse create an underdense plasma in front of the target with a scale-length on the order of 10 μm. In this plasma the intense laser may experience further self-focusing [59,60].
4.2.2 Description of Experiment

In the experiment the p-polarized laser light was incident at 25 degrees to the target normal. Figure 4.2 shows a sketch of the target makeup and geometry. The front (laser-incident) layer of the target was a 6 by 8 mm rectangular foil of various materials (CH, Al, or Cu) with a mass per unit area ranging from .02 to .45 g/cm². The middle layer of the target was a smaller foil (5 by 8 mm) of 50μm-thick Molybdenum. Electrons produced in the front layer transported into this Mo layer, knocking out inner-shell electrons and creating 17.5 keV Kα x-rays. Finally, a layer of 1mm thick CH (7 by 10 mm) covered the back of the target, which protected the Mo layer from electrons that might return to the target (pulled back by electrostatic forces). This CH layer stopped electrons with energies below 300keV (550keV attenuation for a double-pass), while
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Figure 4.2. A schematic of the buried-layer target used in these experiments, and also those in Chapter 5. The laser is incident on the front side of the target, and 25° to the target normal. The CCD detector is situated on the rear side of the target.
having a negligible effect on the 17.5 keV x-rays. This layer was found to lower the Mo $K_{\alpha}$ x-ray signal by a factor of $\sim$2, which indicated that most of the $K_{\alpha}$ radiation was produced by electrons, and not x-rays.

This observation agrees with ITS simulations, which calculates the photo-pumped $K_{\alpha}$ x-rays in our targets to typically be 10% of the total, with the remaining x-rays pumped by the electrons. However, ITS only takes into account the secondary x-rays produced by the fast electrons; it does not account for any thermal x-rays from the laser focal spot. Fortunately, there are several pieces of evidence that the characteristic 17.5 keV Mo $K_{\alpha}$ photon energy is significantly greater than that of the x-rays produced by the thermal plasma around the laser focus. Spectroscopic measurements of an Al layer buried under a very thin layer of 5μm CH showed a thermal plasma temperature of 300-600eV in separate experiments with the same laser [61]. Further evidence that thermal x-rays were unimportant was that the 20-30keV x-ray spectrum was very similar from both the front and back of pure Al and Cu targets which were optically thick in this energy range. This signified that these x-rays were predominantly bremsstrahlung photons produced throughout the cold target, which could be accounted for in the ITS simulations.

$K_{\alpha}$ x-rays from the Mo layer were detected by a 16-bit CCD detector, situated 2.16 meters from the target and 45 degrees from the rear target normal. The CCD was filtered with 75μm of Sn, limiting the x-ray flux and making it unlikely that two high-energy photons would be absorbed in the same pixel. The counts recorded on each pixel were proportional to the x-ray photon energy.

The CCD camera was absolutely calibrated with a Cd-109 (22 keV) source at two different occasions during the experiments. The two calibrations agreed to within 3% and allowed us to calculate the number of incident x-rays from the measured hits on the camera. To scale the 22 keV calibration to the 17.5 keV $K_{\alpha}$ x-rays, we assumed the detector response was proportional to the absorption of the 14μm thick Si CCD chip.
A statistical analysis was performed on each set of data to determine what fraction of the signal was obscured by double hits due to the lower energy x-ray continuum. For example, if a 17.5 keV photon and a 800eV photon were both incident on the same pixel, the 18.3keV total would not appear to be a Mo $K_{\alpha}$ x-ray, although there was in fact one involved. This effect, if not corrected for, would lead to an undercounting of the $K_{\alpha}$ x-rays. In order to get a more accurate count, the fraction of the total pixels that registered below 450eV was determined for each shot ($F_{450}$). Then, an energy histogram was made of all pixels on the CCD and a 900eV window was drawn around the 17.5keV $K_{\alpha}$ energy bin. All the hits in this window were summed, and the background x-rays were subtracted from the total (as determined by the 15keV-20keV continuum in the histogram). Finally, the remaining number was multiplied by $1/F_{450}$, in order to correct for the obscured hits.

The reason that a 900eV window must be used for binning is twofold. First, incident photons often lose a small (or sometimes large) portion of their energy to neighboring pixels. Therefore, even with an ideal monochromatic source, there will be a spread of energies in the pixel readings below 17.5keV. The calibration was calculated with a 900eV window, so the data must be taken in the same manner. An additional energy spread occurs due to the background noise not present in the calibration; a large percentage of pixels are hit by a 100eV photon or greater. The method presented above is not perfect: a 17keV pixel will require a 950eV photon to raise it out of the counted window, while a 17.9keV pixel will only require a 50eV photon. Because the average pixel in the bin (17.5keV) is 450eV below the edge of the window, $F_{450}$ is the appropriate background correction factor.

In this manner, the number of $K_{\alpha}$ x-ray hits on the CCD is achieved for each shot. This number is normalized to the solid angle of the CCD chip, the filtering in front of the camera, the energy in the laser pulse and the above-mentioned calibration of the CCD.
camera. The final result is the number of $K_\alpha$ x-rays per Joule and per steradian emitted from the target, in the direction of the CCD camera. It is this number that must be accurately modeled with ITS in order to determine the parameters of the electron spectrum which produced the $K_\alpha$ x-rays.

4.2.3 ITS Modeling

Although ITS is a powerful and flexible code for calculating $K_\alpha$ x-ray yields from a given electron spectrum, it is more complicated to reverse the process and calculate the electron spectrum from a given set of $K_\alpha$ x-ray yields. One difficulty is the assumed energy distribution of the electrons. In general, the electron source was assumed to take the form of a Maxwellian energy distribution, which has been seen in PIC simulations [60, 62] and in experiments [50, 54].

However, as there is no intrinsic reason why the electrons should be Maxwellian, ITS simulations were also performed for other possible distributions. For a relativistic Maxwellian, the mean electron energy $E_0$ ranges from $3/2 kT$ (non-relativistic electrons) to $3 kT$ (highly relativistic electrons); the exact relationship between average energy and temperature is shown in Figure 4.3. Comparing this to the case of a purely exponential spectrum $f(E) = \exp(-E/kT)$, for which $E_0 = kT$, the ITS results were entirely consistent to within 10% for these different spectra, provided that $E_0$ (not $kT$) was kept constant. This demonstrated that this technique is not sensitive to the tail of the electron distribution (the slope of which determines $kT$), but rather to the mean-energy bulk of the distribution. For this reason, the results are not directly comparable to some previous measurements of bremsstrahlung x-rays or the high-energy electron tail [54]. However, this technique is appropriate for absolute conversion efficiency measurements which depend on the mean energy $E_0$. 
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Another assumption required in ITS is the cone-angle of the electrons. For now the assumption will be that the electrons spray forward isotropically from the laser focus into a full hemisphere; this will be discussed further in section 4.2.2. ITS also assumes that the electrons transport through cold material, and the code ignores collective effects such as self-consistent magnetic [60,63] and electrostatic fields [64-66]. Because of the complexity of the physics involved, the use of ITS is not intended to fully model the experiment but is used as a benchmark for interpreting the data. Further modeling and analysis will be required to account for these effects.
4.3 Results and Analysis

4.3.1 Electron Energies and Conversion Efficiencies

The Mo $K_\alpha$ yields from the targets with Aluminum front layers are presented in Figure 4.4, along with the best fits from the ITS code. The slope of the data (on a log plot) is sensitive to the mean energy $E_\text{m}$ of the electrons, while the absolute magnitude yields the laser-to-electron conversion efficiency $\eta$. Error bars were computed from a combination of counting errors and fluctuations in the background x-ray noise.

The data are fit with a series of ITS runs which computed the $K_\alpha$ x-ray yield as a function of the transport layer thickness for a given electron mean-energy $E_\text{m}$. The conversion efficiency $\eta$ was found to minimize the chi-squared of the fit per degree of freedom. The data at an intensity of $2 \times 10^{19}$ W cm$^{-2}$ are fit by an ITS run with $E_\text{m}=330$ keV ($kT=170$ keV) and $\eta=31\%$. For this fit, the chi-squared is reasonably small.

![Figure 4.4](image)

**Figure 4.4.** $K_\alpha$ signal from the Al targets, in units of $10^7$ x-rays per incident Joule and per steradian, plotted against areal mass of the Aluminum front layer of the target. The solid circles are experimental data at intensities of $4 \times 10^{19}$ W cm$^{-2}$, empty diamonds are data at $2 \times 10^{19}$ W cm$^{-2}$. The solid line is an ITS fit with mean energy $E_\text{m}=330$ keV and conversion efficiency $\eta=31\%$. The dash-dot line is $E_\text{m}=640$ keV and $\eta=30\%$ The dashed line is $E_\text{m}=330$ keV and $\eta=47\%$. All values of $\eta$ are multiplied by 0.7 if the electrons are assumed to be directed in a 30° half-angle cone.
(0.88). An ITS run for $E_0=640\text{keV}$ ($kT=300\text{keV}$) is also shown, although the chi-squared of this fit is much larger (2.4). Three data points at an intensity of $4\times10^{19}\text{ W cm}^{-2}$ show a higher $\eta$ (47%) but roughly the same mean energy.

Figure 4.5 shows the experimental results for CH and Cu targets at a laser intensity of $2\times10^{19}\text{ W cm}^{-2}$. The CH targets produced the smallest signal, corresponding to $E_0=120\text{keV}$ and $\eta=29\%$. The Cu data have the largest error bars, due to higher x-ray noise, but are best fit by $E_0=640\text{keV}$ and $\eta=29\%$. Higher and lower energy fits to the Cu data are shown as well. The lower-intensity Al data from Figure 1 are at the same intensity; recall they were fit by $E_0=330\text{keV}$ and $\eta=31\%$. The data show a change of mean electron energy with target material, although the conversion efficiencies remain roughly constant.

![Figure 4.5. $\alpha$ signal from the target, same units as Fig. 1. The solid circles are data from CH front-layer targets, empty diamonds are data from Cu targets, both at $2\times10^{19}\text{ W cm}^{-2}$. The solid line is an ITS fit in Cu with mean energy $E_0=330\text{keV}$ and conversion efficiency $\eta=30\%$. The dashed line is $E_0=640\text{keV}$ and $\eta=29\%$ The dotted line is $E_0=1040\text{keV}$ and $\eta=31\%$. The dash-dot line is an ITS fit in CH for $E_0=120\text{keV}$ and $\eta=29\%$. All values of $\eta$ are multiplied by 0.7 if the electrons are assumed to be directed in a 30° half-angle cone.](image-url)
4.3.2 Electron Directionality

The assumption that the electrons are spraying into a full hemisphere might artificially increase the apparent conversion efficiency. To measure the directionality of the electrons, a stainless steel razor blade of 750µm thickness (and 1µm rms flatness) was placed 30cm from the back of the target, in line with the CCD detector. This created a 1-D penumbral image of the x-ray source on the CCD [50,67] with a magnification of 6. Using this configuration, $2 \times 10^{19}$ W cm$^{-2}$ laser pulses were shot at some of the previously described targets; CH front layers (varied thicknesses), Mo middle layers, and optional CH back layers to prevent electron double-hits. The lack of measured x-rays above 6keV from pure CH targets, along with the opacity of the razor blade to x-rays under 20keV, meant that the size of the 6-20keV x-ray source was a good measure of the where the electron beam intersected the Mo layer. Varying the depth of the Mo gave an estimate of the electron cone-angle.

A sample data set for a single shot is shown in Figure 4.6. This data shows the number of 6-20keV x-rays as plotted against linear position on the CCD camera. Geometrical considerations (assuming a point source of electrons which create a circular source of x-rays in the Mo layer) predict that the data should follow an arctangent function. The best arctangent fit is shown, which fits the data well. The maximum slope of this fit determines the size of the x-ray source; therefore a derivative is required to extract this parameter.

Figure 4.7 shows this measured spot size graphed against the buried depth of the 50µm Mo layer, and compares it to ITS calculations of the predicted measurements for electron beams with 30° and 90° half-cone angles. The large error bars result from the derivative that is required to extract the spot size from the data. For Mo layers buried 100 to 250 microns into the target, the data roughly correspond to an electron cone half-angle of 90°, a full hemisphere. However, for the thicker targets the x-ray source corresponds
Figure 4.6. The number of single-pixel CCD hits (between 6keV and 20keV) is plotted against position on the CCD camera, from a target shot with a 100μm layer of CH in front of the 50 μm layer. The data is fit with an arctangent function (Equation shown), and the maximum slope of the fit (parameter m4) determines the FWHM of the x-ray source. For this case, the FWHM of the x-ray spot is 295±35μm.

closer to an electron beam of a 30° half-cone angle. Although the error bars are large, these data suggest some beaming of the high energy electrons (>200keV) that penetrate through the thicker targets. The bulk of the lower-energy electrons seem to be spraying into a full hemisphere. Using ITS to recalculate the conversion efficiencies based on a 30° half-angle electron source lowers η to 0.7 of the above-quoted 90° values. The mean electron energies were not affected.
Figure 4.7. The measured size (FWHM in \(\mu m\)) of the x-ray source is plotted against thickness of the front CH layer in \(\mu m\). Solid diamonds are from targets with a back layer of 1mm CH, empty diamonds had no back CH layer. The solid line is an ITS fit of the expected results from an unbeamed electron source (90° half-angle). The dashed line is an ITS simulation of an electron source with a 30° half-angle.

Applying this beaming effect to the earlier data, our measurements correspond to \(\eta = 21\% \pm 5\%\) for all materials at a laser intensity of \(2 \times 10^{19}\) W cm\(^{-2}\), and \(\eta = 33\% \pm 5\%\) for the high-intensity (\(4 \times 10^{19}\) W cm\(^{-2}\)) shots on Al targets. Further intensity scaling will be discussed in Chapter 5.

4.3.3 Analysis

The average-energy measurements from section 4.2.1 seem to vary with target material rather than intensity. Our data show that the Cu-produced electrons are the most penetrating, although the error bars on the measurements still allow the possibility that the Al and Cu spectra could be equivalent. The CH electrons are less penetrating and apparently colder, although they seem to have roughly the same conversion efficiency as the Al and Cu targets. The conversion efficiency in CH, however, has an additional systematic error because the range of an \(E_0=120\)keV electron is smaller than the typical
target thickness, which means that the experiments in CH do not measure the bulk of the
electron distribution as is done in Al and Cu. Instead the experiment may be primarily
measuring the hot-electron tail, and inferring a conversion efficiency through the
assumption of a Maxwellian spectrum. For this reason, the conversion efficiencies in Al
and Cu should be read as more accurate than in CH, although there are still clear
difference between the materials.

As previously discussed, ITS cannot factor in any collective effects that would
arise from the strong electron currents. Bell, Davies, and collaborators have pointed out
that strong material-dependent effects may result from differences in target conductivity
[65,66]. Conductivity has long been known to play an important role in shielding the
resistive electrostatic field via a return current [64]. To explore some of these effects 1-D
LASNEX [37] simulations were performed in which a high energy Maxwellian
distribution of electrons transport from the center of a solid density sphere. The return
current, heating, conductivity, and electrostatic fields are calculated self-consistently, and
show a ~40% loss of electron energy to resistive electrostatic fields. Other simulations
have put this number at 30% [66]. This loss implies that our measurements of the fast
electrons must be lower bounds on the original electron parameters, ideally requiring a
correction for electrostatic effects. However, electrostatic effects cannot fully explain the
observed material-dependence because the conversion efficiency is not lowered by the
same factor as $E_0$ in the different target materials.

Another difference between the target materials is the underdense plasma that the
ASE and prepulse form in front of the target. 2-D calculations with LASNEX show a
larger stand-off between the critical and solid densities in CH (40μm), compared to Al
(22μm) and Cu (18μm). This difference is due to the variation in the $Z$ of the target.
Recall from Eqn. 4.5 that the peak unshielded current scales with the square root of the
density; without a steep density gradient it is possible that the huge magnetic fields could
pinch off much of the current before it propagated into the solid-density region. This effect might be even more material-dependent because target conductivity can also affect the strength and quickness of the return current deeper in the target. But again, this explanation cannot explain why the conversion efficiency would not seem to change with target material.

The data seems to be pointing to an initial electron spectrum that is material-dependent, not merely material-dependent propagation efficiencies; this is the only way to explain the different energies but same conversion efficiencies in the various targets. But this is a surprising and unexpected result; in all cases, the interaction happens in a fully ionized plasma at critical density. One possibility is that the different pre-plasma made by the interaction of the laser pre-pulse with the different materials affect the intensity distribution of the laser through filamentation instabilities and relativistic self-focusing [59,60]. This would be a mechanism that might change the original electron spectrum based on the target material, but it does not seem to be a consistent explanation. For example, when the intensity was increased from $2 \times 10^{19}$ W cm$^{-2}$ to $4 \times 10^{19}$ W cm$^{-2}$ in Al, the conversion efficiency did not remain constant but increased. Therefore if there was a different intensity for the different targets one might expect this same change in conversion efficiency, rather than a change of average electron energy.

The solution to this dilemma might lie at the origin the source electrons. If the electrons originated in the laser focal spot, then the original spectrum should be entirely laser-dependent: the target material should not matter much at all. But in our experiment the return current serves as the primary source of the hot electrons, because the number of fast electrons we infer from our results is much greater than the number of electrons in a cubic laser spot size of critical density plasma. Our results imply that the laser creates $10^{13}$ (Cu) to $10^{14}$ (CH) electrons, while there are only $4 \times 10^{11}$ electrons in a 20-micron
sphere of critical density plasma (for 1μm light). Even fewer electrons can leave a spot of this size (~10^{10}) before MeV-scale electrostatic potentials are created.

Therefore most of our accelerated electrons must originate in the overdense target, pulled into the laser-dominated region by electrostatic forces. The electrons may gain energy in this manner because the pondermotive force of the laser (or JxB force) is not constant in time; electrons pulled in at the right phase can be kicked out again with a net gain of energy. But the details of this process are tremendously complicated and no doubt depend a great deal on the phase and energy of the incident electrons.

Despite the complexity, this provides a mechanism by which the target material can affect the original spectrum of the electron and not merely their propagation. The different conductivities and densities will affect the return current of electrons. This return current then supplies the source electrons which will be accelerated by the laser, but the precise energy gain and conversion efficiency will be determined in part by the details of the return current. Therefore the original electron spectrum can depend on the conductivity and density of the target material, despite the fact that the primary interaction occurs in a critical density plasma in all cases. Our data supports this hypothesis, although further experiment and simulations would be necessary to place it on firmer ground.

In summary, we have demonstrated a 20%-30% conversion efficiency from laser energy into forward-propagated electrons in solid targets. This efficiency seems to be a function of intensity but not target material. A material-dependence on electron temperature has been demonstrated for the first time at intensities above 10^{19} W cm^{-2}. Interestingly, the material-dependence seems to affect the original electron spectrum and not merely the propagation characteristics. Chapter 6 contains further discussion of these results and their relevance to the fast ignitor fusion concept.
Chapter 5

Laser-Solid Interactions with the Petawatt Laser

5.1 Experimental Set-up

5.1.1 Description of Laser

The Petawatt laser at LLNL [68] is currently the most powerful single laser beam on Earth, comparable to the planned power of the entire 192-beam NIF facility (for a much shorter period of time). The front end of the laser system is the same front end as the 100TW laser, described in section 4.2.1 and shown in Figure 4.1. From the front end, the chirped 1.06 μm wavelength pulse is sent through one of the ten NOVA amplifier chains, as detailed in Figure 5.1. This chain consists of ever-larger disk amplifiers, producing a maximum of ~800J after the 31.5cm disk amplifiers. Spatial filter pinholes improve the beam quality, clipping off the edges of the focused beam and reducing the beam energy to ~700J.

This beam is then propagated to the large compression chamber (Figure 5.2). Compressing the pulse to a full Petawatt requires a pair of diffraction gratings, each 75cm in diameter (after these experiments were performed the grating size was increased to 1m). As in the 100TW, the two gratings are contained in a large vacuum chamber, at a pressure of 10^{-5} torr. The throughput of the compressor is ~80%, allowing 550J in a pulse may be compressed to 580fs (FWHM). Typical shot energies lie in the 200-400 Joule range, and this chapter will discuss shots in which the pulse length was 5-20ps, although 0.5ps has also been achieved.
Figure 5.1. The Nova amplifier chain in which the Petawatt pulse is propagated. The input pulse to this chain is the same as the output pulse from Figure 4.1.

Figure 5.2. The compression chamber and target chamber for the Petawatt system. The target chamber utilizes an on-axis parabola to focus the beam in the center of the cylindrical target chamber.
The Petawatt target chamber contains an on-axis parabola that focuses the laser back toward the compression chamber. A circular beam block prevents unfocused light from hitting the target on the first pass, and a large fused-silica debris shield protects the parabola on the shots discussed in this chapter.

The focal spot of the Petawatt beam was worse than on the 100TW, largely as a result of the additional amplification stages. Low-energy shots were measured to have a 20μm x 40μm FWHM, and although this parameter could not be monitored on most target shots, the higher energies might have been worse. The same ASE and prepulse levels from the 100TW were also present, but the preplasma was likely dominated by the short prepulse (10^{-3} to 10^{-2} of the peak intensity, ~3ns before main pulse) because of the lower peak intensity (~10^{18} W/cm^2) of the 20ps Petawatt shots.

The shot rate on the Petawatt was much lower than that of the 100TW; only 3-4 shots per day instead of the 8-12 possible on the 100TW. Fully compressed shots (580fs) were not available for these experiments, as those short pulse intensities cannot pass through the parabola debris shield without inducing phase distortions and thereby destroying the final laser focus. Therefore the highest intensities possible for these shots was still less than the lowest intensity shots performed on the 100TW laser. Therefore the purpose of these experiments was not to extrapolate to higher intensities, but rather to repeat the previous experiment at higher total energies, and therefore higher total electron flux.

5.1.2 Description of Experiment

As in the previous chapter, a buried-layer $K_{\alpha}$ technique was used to measure the laser-produced electrons while still in the target. The same (calibrated) CCD camera from the previous 100TW experiments was brought to the Petawatt chamber and mounted 3m from target chamber center.
Some differences in the diagnostic filtering were required due to the high levels of x-rays produced by the Petawatt laser. As mentioned in Chapter 4, sufficiently energetic photons can induce $K_\alpha$ radiation in the filter materials, and therefore the Sn filters in front of the CCD camera became an unwanted source in the 5-25keV energy range when irradiated by the much higher x-ray energies from the target. Removing these Sn filters actually resulted in somewhat fewer hits on the CCD camera, as the thin Si chip of the camera was transparent to the very high energy x-rays but not the 25keV $K_\alpha$ radiation from the Sn filters.

As some filtering was still required, the x-ray signal was attenuated with Aluminum plates situated at the window of the target chamber, 1m from the target. These lower-Z filters did not produce as many energetic x-rays, and because of the $\sim 2$ m distance between the filters and the CCD camera, the secondary x-rays were further attenuated by geometric considerations. (Regardless, these x-rays were less important than the secondary radiation from the chamber walls). The final filtering allowed for measurable levels of 17.5 keV $K_\alpha$ radiation from the Mo layer, sufficiently above the background x-ray counts.

Further differences from the earlier 100TW experiment were imposed by the geometry of the target chamber; although p-polarization was still used, the targets were now shot at a 45° angle of incidence, as opposed to the 25° angle that characterized the experiments on the 100TW. Several shots on the 100TW were performed at 45°, however, and the results were essentially identical to the 25° shots. Therefore this new angle of incidence was not expected to significantly change the results of the experiment.

During the course of this experiment, a typical 16-hour run day on the Petawatt yielded 0-4 shots. In part this was due to the technical difficulties of bringing up a new, large laser system. Further difficulties in obtaining many shots arose because Petawatt operation interfered with 10-beam Nova operation, so that only 3-4 shot days were
available each month. Because of the limited number of shots on the Petawatt laser, varying target materials was not an option. Instead, Aluminum was always used as the front layer. The targets were identical to the previous Al targets from Chapter 4 (Figure 4.2), with 50µm of Mo in the center and 1mm of CH on the back to prevent electron reflux.

5.2 Results

5.2.1 Data at 20ps pulse length

Unlike the smooth-running and reproducible 100TW laser, the timing of these experiments corresponded with the Petawatt being a new and evolving laser facility. The result of this was both limited shots and varying laser energy (200-450J). The low total number of shots did not allow an extensive data set over any near-constant laser energy. Because the very concept of the buried-layer technique requires a laser that is reproducible from shot to shot, this posed some difficulties. As a result, the limited Petawatt data was primarily interpretable only by making assumptions not made in the previous chapter.

Our most extensive data set at a single set of laser parameters was four shots, all between 325-425J of energy and at a 20ps pulse length. The power of these shots was therefore ~20TW, significantly less than the 40-80TW experiments discussed in the previous chapter. The intensity dropped even further \( I = 2.5 \times 10^{18} \text{ W cm}^{-2} \), because of the larger spot size (20x40µm, as opposed to 15x15µm). Still, this experiment probed high intensity effects at much larger time scales (and energies) than was done on the 100TW laser.

As mentioned above, all of the targets had Aluminum front layers of varying thickness. The 50µm Mo middle layer and 1mm CH back layer were identical to the targets shot in the previous experiments.
Figure 5.3. $K_\alpha$ signal from the Al targets, in units of $10^7$ x-rays per incident Joule and per steradian, plotted against areal mass of the Aluminum front layer of the target. The solid squares are experimental data at intensities of $4 \times 10^{19}$ W cm$^{-2}$, diamonds are data at $2 \times 10^{19}$ W cm$^{-2}$, and circles are 20ps Petawatt shots at $2 \times 10^{18}$ W cm$^{-2}$. The lines are ITS fits with mean energy $E_0=330$keV and various conversion efficiencies. All efficiencies are multiplied by 0.7 if the electrons are assumed to be directed in a $30^\circ$ half-angle cone.

The results of the four 20TW shots are shown in Figure 5.3, compared to the previous results in Aluminum targets from Chapter 4. The $K_\alpha$ yields are normalized to the incident laser energy so that data from the different experiments are comparable. The conversion efficiency is much lower in the newer experiments (12%), as might be expected from the lower intensity. This conversion efficiency assumes the electrons are spraying into a $2\pi$ hemisphere; as in the previous chapter, a beam of 30$^\circ$ half-cone angle can reduce the efficiency by a factor of 0.7. More surprising, however, is the slope of the data; it is indistinguishable (within the error bars) from the slope of the higher intensity
experiments. This is a surprising result, as the mean energy of the electron spectrum appears similar ($E_0=330\text{keV}$) over very different intensities. Further discussion of this result will follow in the next section.

Two additional shots were taken at the 20ps pulse length, but they were lower energy shots ($\approx 200\text{J}$) and therefore cannot be directly compared with the other data. They are not shown in Figure 5.3, as fitting a line to these two points would be very prone to error and would not likely lead to any meaningful results. Instead, they are included in Figure 5.4, and an additional assumption is required to infer much from these data points, as will be seen in the next section.

5.2.2 Data at 5ps pulse length

Four Petawatt shots were then taken at 5ps pulse length; the shortest pulse for which the large debris shield could be left in the beam path without distorting the laser focus. The energy for these four shots varied from (250-350J), which again makes direct analysis difficult as there were not many data points with the same parameters.

These four data points are shown in Figure 5.4, along with all six 20ps shots. Clearly they are difficult to interpret because the shot with the largest $K_\alpha$ yield does not correspond to the thinnest target (but rather to the highest energy shot). Because the focal intensity is not constant between shots, it must somehow be taken into account in analyzing this limited data.

At this point a simplifying assumption can be made that $E_0$ is independent of laser intensity. This is based on the observation (from Figure 5.3) that the average electron energy $E_0$ seems to be the same for a wide range of intensities. Although this result is not at all expected, it is not inconceivable. Recall the simple pondermotive energy scaling from Eqn. 2.8; plugging in the 20ps intensity ($I = 2.5 \times 10^{18} \text{ W cm}^{-2}$) yields a hot electron temperature of $T_{\text{hot}}=340\text{keV}$. Even this number is significantly higher than the measured
Figure 5.4. $K_{\alpha}$ signal from the Al targets, in units of $10^7$ x-rays per incident Joule and per steradian, plotted against areal mass of the Aluminum front layer of the target. The solid squares are experimental data at 20ps pulse length, empty circles are data at 5ps. ITS fits to this data were not possible because of the variation in laser intensity from shot to shot.

average energy $E_0=330\text{keV}$, which corresponds to a temperature of only $T_{\text{hot}}=170\text{keV}$. Therefore some new, high intensity mechanism may be limiting the average energy of electrons above $10^{18} \text{ W cm}^{-2}$. If this new mechanism continued to limit $E_0$ up to intensities of $4 \times 10^{19} \text{ W cm}^{-2}$, then a constant $E_0$ for a wide range of intensities might be expected. This hypothesis does not contradict any previous experimental data, apart from measurements of the highest-energy electrons that do seem to scale as Eqn 2.8 predicts [54], and is consistent with all measurements presented thus far.

Once this assumption is made, every individual experimental $K_{\alpha}$ yield can be fit to an $E_0=330\text{keV}$ spectrum, and therefore large data sets are no longer required. All ten
data points from the Petawatt experiments (as well as all the 100TW data points) can each yield a conversion efficiency, assuming a 330keV average electron energy (and Maxwellian spectrum) in each case. This is calculated simply by comparing the data signal (normalized to the laser energy) to the ITS prediction for a 330keV electron spectrum propagated into that particular target. From those two numbers, one can determining the conversion efficiency required to produce the observed data. While this technique relies on an additional assumption not made in the 100TW analysis \((E_0=330\text{keV})\), it seems the best way to draw conclusions from the limited data set.

Figure 5.5 shows the inferred conversion efficiencies plotted against laser intensity, and demonstrates a striking relationship between the two. Although this comparison is only as valid as the assumption of constant \(E_0\), the result is a conversion efficiency that is highly dependent on the focal intensity of the laser. Further analysis of this graph will follow in the next section.

5.3 Analysis

The most obvious feature of Figure 5.5 is the upward trend of conversion efficiency with incident laser intensity; a straight line can almost be drawn through the data on a log-log plot. Although the data in Figure 5.4 was scattered and not very meaningful, the data from the very same shots appear nicely in Figure 5.5. While an obvious limit must be reached before the efficiency reaches 100\%, the saturation intensity has apparently not yet been achieved in these experiments.

This figure also links the Petawatt data to that of the 100TW laser at intensities near \(10^{19}\ \text{W cm}^{-2}\). At this point the intensities of the two experiments come close to overlapping, and so do the conversion efficiencies. Although the energies, pulse length, and spot size are very different between the 100TW and the PW systems, it is encouraging to see a connection between the different laser experiments in Figure 5.5.
Figure 5.5. Laser-to-electron conversion efficiency is plotted against laser intensity assuming a $E_0=330\text{keV}$ electron spectrum for each shot. Squares are 20ps Petawatt shots, circles are 5ps Petawatt shots, and diamonds are 400fs 100TW shots. All efficiencies are multiplied by 0.7 if the electrons are assumed to be directed in a 30° half-angle cone.

However, one could argue that the data in Figure 5.5 is scaling not with intensity, but with pulse length. The low intensity 20ps shots have the lowest conversion efficiency, the medium intensity 5ps shots have a greater conversion efficiency, and the 400fs shots from the previous chapter are still the most efficient. Such an issue could be resolved by comparing short-pulse (400fs) PW shots with the previous 100TW data, but these experiments have not yet been carried out.

While a set of ten data points from experiments with varying laser parameters cannot be expected to reveal much physics, these preliminary indications should be able to guide future research on very high-power laser matter interactions. Already
experiments are underway to maximize the x-ray flux produced by the Petawatt-produced fast electrons, for potential use in radiography experiments. Although trial-and-error techniques are possible, ideally one could maximize the x-ray flux with a deeper understanding of how the electrons are produced and transported in solid density targets. Issues of laser pre-pulse, laser focusing, and choice of target material present a large experimental phase space; basic research into these issues of hot electron production will continue to be an important field of study. Finally, the question of how these results (and those in the previous chapter) relate to an eventual fast ignitor fusion application will be discussed in Chapter 6.
Chapter 6

Implications for Inertial Confinement Fusion

6.1 Cross-Beam Effects

6.1.1 Scaling to NIF

Although the motivation for the experiment presented in Chapter 3 was the crossed-beam geometry in NIF, there are nevertheless many differences between the exploding foil Nova experiment and an ignition-scale hohlraum. Therefore, despite the earlier positive results it is not a necessary conclusion that there will be any energy exchange between NIF beams, and the question becomes one of how the resonant instability might scale with the various changing parameters.

The linear theory, while inadequate for absolute levels of energy transfer, might still be relevant for scaling the parameters. Equation [2.6] is written here again for convenience:

\[ Q_{\text{max}} = \frac{\pi}{2} \frac{n}{n_{cr}} \left( \frac{v_{oc}^2}{v_{he}^2} \right) \frac{k_{ia}c_s}{\text{Im}(\omega_{ia})} \frac{L}{\lambda_0} \frac{1}{(1 + 3T_i / ZT_e) \cos \theta_s} \]

[2.6]

This equation shows the gain exponent Q is inversely dependent on \( \text{Im}(\omega_{ia})/\text{Re}(\omega_{ia}) \) (in the plasma frame); ion Landau damping prevents large ion waves and therefore limits energy transfer. Recall Eqn. [1.11] expressed -\( \text{Im}(\omega_{ia})/\text{Re}(\omega_{ia}) \) as a function of \( \theta=ZT_e/T_i \), maximum for a value of \( \theta=2.45 \).

In NIF, the gas in the hohlraum (used to prevent expansion of the gold walls) will likely be a mixture of H and He. Gold from the walls will also be present, but the very
high Z of the gold makes its contribution to ion Landau damping negligible (although it may be important in other ways). With expected values of $ZT_e/T_i = -6$, ion Landau damping in NIF will likely be somewhat larger than in our exploding foil experiments.

The exponential gain $Q$ is also proportional to the density ($n/n_{cr}$) and the laser intensity ($I \propto v_{osc}^2$) and is inversely proportional to the electron temperature ($T_e \propto v_{the}^2$). A rough estimate of these parameters in NIF can be given by LASNEX simulations [69]. The following table summarizes the change in these parameters between NIF (at the time of peak laser intensity) and the exploding foil Nova experiment from Chapter 3:

<table>
<thead>
<tr>
<th></th>
<th>Nova (foil)</th>
<th>NIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z$</td>
<td>4</td>
<td>1.5</td>
</tr>
<tr>
<td>$T_e$ (keV)</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>$ZT_e/T_i$</td>
<td>$\sim 8$</td>
<td>$\sim 6$</td>
</tr>
<tr>
<td>$I$ (W cm$^{-2}$)</td>
<td>$10^{15}$ (pump)</td>
<td>$2.4 \times 10^{15}$</td>
</tr>
<tr>
<td>$n/n_{cr}$</td>
<td>0.06</td>
<td>0.16</td>
</tr>
<tr>
<td>$\text{Im}(\omega)/\text{Re}(\omega)$</td>
<td>.11</td>
<td>.20</td>
</tr>
</tbody>
</table>

Table 6.1. Various plasma parameters contrasted between NIF and the exploding foil experiment performed on Nova (from Chapter 3).

Because the pump and probe intensities were different in the NOVA experiment, $v_{osc}^2$ is proportional to the geometric mean of the two beam intensities, lowering this parameter by the square root of the intensity ratio of the two beams. Leaving aside the gain length parameter $L$ (which, as discussed in chapter 3, can be artificially shortened by many different effects), the $Q$ in both cases turns out to be roughly the same.
Specifically, Q_{NIF} is 40% larger than Q_{NOVA} for the experimental intensity ratio of $I_{\text{pump}}/I_{\text{probe}} = 3$.

From this one might conclude that the resonant ion waves will reach the same amplitude and transfer the same amount of power ($\sim 100\text{J per ns}$) between beams as in the exploding foil experiment. Because the average power of a 4-beam cluster is $\sim 4\text{kJ per ns}$, this would only be a 2.5% perturbation. But the net effect, taking into account the loss from the inner cones into the outer cones, would be on the 5% level. This is smaller than the 8% rms balance in beam intensity required for ignition, but it would not be randomly distributed; all the laser energy would move from the inner- to the outer-cone. Adding in the expected fluctuations between the laser intensities might lead to a significant asymmetry in the fuel compression. This effect could conceivably be much larger if the mitigating effects that limited the energy transfer small in the exploding foil did not apply in NIF.

However, many mitigating effects could be larger in NIF, such as the filamentation and non-Maxwellian electron distributions (as discussed in chapter 3). Because Eqn. [2.6] was not accurate in predicting the amount of energy transfer, these scaling arguments can only be considered a rough and inaccurate estimate, and no firm conclusions of crossed-beam effects in NIF can be made at this point.

It should be noted, however, that the LASNEX simulation of energy transfer assumes that none of the 192 beams actually hits the side of the hohlraum. NOVA experiments have shown that this is not an accurate assumption, and that the plasma density outside the hohlraum is larger for this reason. The blow-off of the gold material (and surrounding Be shell) would not only raise the density, but also change the other plasma parameters ($Z, T_e, T_i$) that could drastically change all of the above scaling arguments. Further importance of this additional plasma will be discussed in the next section.
6.1.2 Resonance and k-matching in NIF

Apart from the damping mechanisms, the critical parameter for resonance is the flow velocity of the plasma. If a Mach 1 flow is not reached (in the proper direction), there should be no resonant instability. The possible resonances are numerous; the 192 f/20 beams of NIF are arranged into 48 f/8 4-beam clusters on each side of the hohlraum, and each cluster can typically be treated as a single beam. Because all 48 beams pass through the center of the hohlraum's laser entrance hole (LEH), there are (in principle) over a thousand different crossed-beam interactions on each side!

Cylindrical geometry is necessary to discuss the geometry of NIF; the z-axis is defined as the hohlraum axis, and the LEH therefore lies in a radial plane. On one end of the hohlraum, the 48 beams come in at 4 cone angles with respect to the z-axis: 23.5°, 30°, 46.5°, and 50°. Each beam is f/8, giving them all ±3.5° of angular beam width. Because of this angular spread, the four beam cones can also be viewed as two extended cones, the inner cone extending from 20° to 33.5°, and the outer cone extending from 43° to 53.5°. Because of the beam-width and the large number of beams, a decent approximation is that laser light approaches the hohlraum from all 2π azimuthal angles.

The most important interactions will be those where the matching ion wave k-vector (k_{i\alpha}) is closest aligned with the plasma flow (v_f) out of the hohlraum; those interactions will maximize the v_f * k product in Eqn. [1.10] and come closest to shifting the ion wave frequency to zero in the laboratory frame. Therefore the important interactions are the ones from laser beams in the same azimuthal direction. The other crossed-beam interactions cannot be completely ignored, but to first order they are not as important.

Looking at the geometry of any two beams with the same azimuthal angle, one can define α and β as the angles the beams make with the z-axis. The bisector angle (α + β)/2 is perpendicular to the matching k-vector of the ion wave at the other end of the
triangle, and therefore the angle $\gamma$ between $k_{ia}$ and $z$ is $\gamma=(\pi-\alpha-\beta)/2$. The necessary Mach number (along $z$) to achieve a Mach 1 flow along $k_{ia}$ can then be calculated as $\sec(\gamma)$. For smaller $\gamma$, less plasma flow is needed to reach resonance, and therefore large-angle beams (large $\alpha$, $\beta$) are the most likely to reach resonance.

Following this logic, the largest angle in each of the two extended beam cones occur at $\alpha=33.5^\circ$ and $\beta=53.5^\circ$, yielding the value $\gamma=46.5^\circ$. This corresponds to a $z$-directed plasma flow of Mach 1.45 necessary to achieve exact resonance. Smaller plasma flows can achieve resonance if one takes into account the resonance half-width $\text{Im}(\omega_{ia})/2$ (see section 2.2.2). In the NIF plasma, the ratio $\text{Im}(\omega_{ia})/\text{Re}(\omega_{ia})$ is expected to be 0.2, so this resonance width will ease the flow velocity requirement by $\pm10\%$. Further relaxation of the flow velocity limit would arise from any bandwidth on the incident beams; additional frequency components would allow lower-frequency ion waves, which would require accordingly less plasma flow to reach resonance. Detailed simulations of this scenario have been performed [69,70] which indicate a possible resonance at the outer extent of the beam crossing region even without extra bandwidth on the lasers.

Energy transfer between the inner- and outer-beam cones is of primary concern because the pulse shapes and intensities are different in the two cases, and any mixing of the two shapes could cause a dramatic decrease in hohlraum symmetry. However, there is another possibility; that of the different angular components of the outer beam cone interacting with itself. If an outer-cone beam at $\alpha=43^\circ$ crosses another outer-cone beam at $\beta=53.5^\circ$, the larger beam angles now reduce $\gamma$ to $41.75^\circ$. This corresponds to a Mach 1.34 flow, pushing the resonant flow velocities even lower than in the previous case.

While the symmetry would not be as strongly affected in this case (all outer-cone beams have the same pulse-shape), the carefully balanced NIF hohlraum might still be adversely affected by such a resonance. An important difference in this case, however, would be the very small value of $k_{ia}$ caused by the nearly-parallel incident beams. Such
a small k-vector would correspond to a long wavelength ion wave, and therefore any inhomogeneities in the plasma would become that much more important. Spatial perturbations smaller than $k_{\text{ia}}^{-1}$ might even prevent any resonant energy transfer altogether.

An even more dangerous situation could arise if any of the incoming beams clip the gold wall. This possibility was mentioned at the end of section 6.1.1 and would only require a small mispointing error on a few of NIF’s 192 beams. The resulting blow-off plasma would completely change all of the above analysis, and would be more conducive to reaching an ion-wave resonance.

Geometrically, the assumption has been that the main plasma flow will be directed along the z-axis. This would no longer be true if the hohlraum was clipped by the laser beams; now plasma would be exploding off of the LEH in all directions. Plasma that left the LEH walls at a 45° angle would intersect the beam-crossing region on the z-axis, and now the flow could be exactly oriented in the same direction as $k_{\text{ia}}$. This would mean that only a Mach 1.0 flow would be needed to reach resonance.

Further dangers exist because the sound speed in this colder, higher-ion mass plasma will be much lower. Recall from Eqn. 1.9 that $c_s \propto ZT_e/M$. Although the outside of the hohlraum will likely be coated in low-Z Be, gold will inevitably escape as well. Even with a charge state of 40, $Z/M$ for gold would be three times less than that for the H-He plasma. $T_e$ would also be lower (both for Be and Au) because the plasma would not be originating from inside the hohlraum. The much smaller sound speed would mean that lower absolute velocities would be necessary to achieve resonance.

Possible experimental verification of this effect has recently occurred in a Nova hohlraum experiment [71]. Two halves of a single Nova beam were independently modified and then brought together in the LEH of an empty NOVA hohlraum. Although no mispointing errors were discovered, the centroid of the beam on the inner hohlraum
wall was discovered to be significantly shifted away from the hohlraum center. This
would be consistent with the above analysis if various NOVA beams clipped the LEH
and created a flowing Au (and Be) plasma in which the two halves of the Nova beams
intersected. The inner-half of the beam (directed closer to the center of the hohlraum)
might have resonantly transferred energy to the outer-half, shifting the centroid of the
beam energy to a steeper incident angle. While this preliminary result is certainly not
proof of a crossed-beam effect in a hohlraum, it is cause for concern.

Because there are many differences from the NOVA experiment, it is impossible
to determine (at this point) if resonant crossed-beam energy transfer will be relevant in
ignition-scale hohlraums. The above analysis, however, suggests that resonance
conditions are likely to be present in the current NIF design. Possible methods to avoid
such a resonance will be explored in the following section.

6.1.3 Possible Solutions

If the high Landau damping of NIF is not enough to prevent dangerous levels of
energy transfer between beams, the only obvious solution is to prevent the resonance
from occurring in the first place. Although the beam geometry is fixed, as is the location
of the crossing-beam region, there is still one key parameter that is available: the relative
frequency of the beam cones.

The original plans for NIF included 4-color operation, or separating the
frequencies of the beamlets in each four-beam cluster by a small amount. Concern was
then raised of the heightened potential for resonant instabilities, as the frequency
differences between the laser beams were more likely to seed ion-wave resonances such
as SBS. Therefore 4-color operation is not planned for NIF at this time. However, the
capability for frequency-modification will be retained for the four NIF beam cones,
which would allow a 2- or 4-color system where the different colors would be on the
different cones rather than in a single 4-beam cluster.

Such a capability would obviously be useful for detuning a resonant instability
between the NIF beam cones. Any two beams of comparable frequency will be resonant
with a third ion wave at exactly two plasma velocities; one velocity for each direction of
energy transfer. For two identical frequency beams, the analysis in Chapter 2 showed
that these two velocities were $\pm 1.0 \, c_s$ (along the k-matching axis). Previous experiments
[29] have shifted the frequency of one beam by exactly $\omega_{id}$, matching to a resonance in a
stationary plasma (and also allowing another resonance at Mach 2.0). Ideally in NIF one
could upshift the outer-cone beams by $-0.8 \omega_{id}$. This would allow resonant energy
transfer from the outer- to the inner- beams at a Mach -0.2 flow into the hohlraum (very
unlikely), and would raise the necessary outward flow for energy transfer in the other
direction to a minimum of Mach 1.8. Therefore by shifting the frequencies, the
resonance at Mach 1 might be completely detuned in NIF.

Another solution, possible if the plasma flow in the LEH is reproducible from
shot to shot, is so simply accept that energy will be transferred and to weight the NIF
beams accordingly. This might be feasible because little energy is transferred to the
resonant ion wave itself; most of the energy will remain as laser light. Such a solution
would require very reproducible laser and a time-intensive scanning of parameter space
that must be done experimentally (simulations are unlikely to accurately predict plasma
flow out of the LEH). However, because the inner-and outer- beam cones of NIF have
different pulse shapes, this would primarily be a mechanism to counter energy exchange
in the same beam cone, not between beam cones.
6.1.4 Future Experimental Work

Many important issues concerning resonant crossed-beam effects can be further explored with existing lasers such as NOVA and OMEGA. Such work, done before NIF is built, could save valuable time if such effects are determined to be important.

One obvious extension is to do this experiment in an actual hohlraum, rather than in an exploding foil plasma. This option was considered and rejected because of the diagnostic difficulties created by the presence of the hohlraum itself. However, if one did not measure the transmitted laser energy (as was done in Chapter 3) but rather measured the x-ray yield from the hohlraum walls, one could determine where the laser energy was deposited. This technique could (in principle) allow a rough measurement of energy transfer in a hohlraum geometry. In addition, these shots might be possible as "ride alongs" on other hohlraum experiments on Nova or Omega, providing the data without the expense of a dedicated laser shot.

Further scaling experiments would be useful as well. An experiment in lower-Z H or He plasma (as opposed to Be) would be more relevant for NIF. Experiments in Au plasma could also determine the importance of beam-clipping on the LEH. More detailed scaling of pump/probe intensity ratios would be informative, especially if the pump intensity was varied in addition to the probe. A "forward-scattering" crossed beam geometry, with the beams propagating in almost the same direction, would also be an important extension of this work.

While many unknowns remain concerning resonant energy transfer between two identical-frequency beams in a flowing plasma, the experiment presented in this thesis has determined for the first time that it is an observable effect with potentially serious consequences. Although final determination of this effect's importance may require the completion of NIF, the experiment presented here has already helped ensure the retention
of the "2-color" option in NIF's final design. Further experimental work along these lines will likely be of equal importance.

6.2 Fast Ignition

6.2.1 General Implications

Scaling difficulties even more dramatic than those in section 6.1 apply when attempting to draw conclusions on the feasibility of the fast ignitor concept based on the experiments presented in Chapters 4 and 5. The most obvious differences between these experiments and an actual fast-ignitor experiment is the cold, solid density target. In a fusion-yielding interaction, a fuel pellet (DT) would already have been significantly compressed and heated. An underdense plasma would also exist around the pellet, more extensive than the plasma formed by the prepulse of the lasers described in this thesis.

Given all these differences, only limited conclusions can be drawn from the experiments in this thesis. The first, and most important, result is that extremely large currents of electrons can propagate into solid-density material. Had there been some fundamental physical mechanism that prevented this, the entire fast ignitor scheme would have been found highly questionable.

The magnitude of the current measured in our experiments is easily determined from the conversion efficiency (η), the laser energy (E_{laser}), the average electron energy (E_0), and the pulse length (τ_{laser}). The current density is less easily calculated (the electron beam diameter is unknown), but all of the basic limits described in Chapter 4 apply to net current (i.e. the Alfven current). As current is merely charge per unit time, the equation for current appears as:

\[ I = \frac{\eta e E_{laser}}{E_0 \tau_{laser}} = \frac{10^6 \eta E_{laser} (J)}{E_0 (MeV) \tau_{laser} (ps)} \]  

[6.1]
Note Eqn. 6.1 is in MKS units, so that the current comes out in Amperes. For the highest intensity shots on Aluminum in Chapter 3, this corresponds to a current of 68MA. Comparing the Alfven current for 330KeV electrons (mildly relativistic), Eqn. 4.3 yields \( I_A = 22\text{kA} \). The number of Alfven currents we measure is therefore \( N_A = 3000 \).

Comparing to the back-of-the-envelope calculation for the current limit in Eqn. 4.5, one can calculate that fully ionized (\( Z = 13 \)) solid aluminum should have an electron density of \( 8 \times 10^{23} \text{ cm}^{-3} \). Plugging this in as the density \( n \), and assuming that the electron beam radius corresponds to the laser spot size (10 laser wavelengths), one gets \( N_A = 1000 \). Although we seem to measure a larger current than this supposed maximum, slight modification of the parameters (50% larger spot size and 50% longer electron pulse) can easily bring the two numbers in line. Indeed, one would expect both; the electron beam will likely widen as it propagates. Also, the FWHM of the pulse is 0.4ps, which was used for the parameter \( \tau_{\text{pulse}} \) in Eqn. 6.1; however a sizable amount of energy is deposited outside this time period.

An important point is that although the ultra-high current electron beam was "created" in an underdense plasma where the laser could penetrate (\( n = 10^{21} \text{ cm}^{-3} \)), the electrons were still able to propagate into the solid-density region despite the smaller limiting current in the underdense region (\( N_A = 20 \)). This is a crucial fact for the fast ignitor concept; was this not possible, the scheme could never work.

Also, the experiments presented here show that the actual current limit cannot be much smaller than Eqn. [4.5] signifies. But although our results represent some of the highest measured currents to date, we cannot conclude if currents larger than those predicted by Eqn. [4.5] are possible.

If Eqn. [4.5] is correct, what implications exist for the fast ignitor? Ideally, one would spark a fusion reaction with 10kJ of 1.0 MeV electrons in a 10ps pulse; this corresponds to 1 GigaAmp in Eqn. [6.1]. This is only \( \sim 15 \) times larger than measured
currents in the experiments, and is even closer to the number of Alfven currents: 1 MeV electrons correspond to $I_A = 47kA$, so for the fast ignitor $N_A = 21,000$: seven times larger than already measured. A seven-fold increase in $N_A$ would be allowable under Eqn. [4.5] if a DT fuel pellet was compressed to 160g/cm$^2$. This is a reasonable requirement (such densities are required for ignition regardless), and therefore there appears to be no fundamental reason why such an electron beam could not be propagated into a compressed pellet. The distance between the underdense region and the compressed fuel region, however, must be kept as short as possible so that the electrons can propagate into the dense fuel before their self-generated magnetic fields can pinch off the current.

As mentioned at the end of Section 4.1.3, multiple separate filaments of electrons can also explain the large number of Alfven currents. At the plasma density of fully stripped solid Aluminum, the magnetic skin depth is only 0.006 $\mu$m, much smaller than the 15 $\mu$m laser beam diameter. Even if each filament of electrons had a diameter equal to 10 magnetic skin depths, over 60,000 filaments could fit inside the two-dimensional beam profile (at solid density). Given that each filament could hold an Alfven current, this could easily explain the large currents seen in the experiments. Again, this scenario would allow sufficient currents for the fast ignitor scheme.

Further conclusions can be drawn from the experiments presented in Chapters 4 and 5. Large (~30%) conversion efficiencies seem to be possible at high intensities (but modest energies). These conversion efficiencies will be crucial for any eventual fast ignitor application; if the fraction of energy converted to electrons was less than 5%, tremendously large (>200kJ) ignitor beams would be necessary.

The electron energy dependence on target conductivity is an interesting and new result at these intensities, and it points to the data in copper targets as more relevant for the fast ignitor. This is because hot DT plasma will have roughly the same conductivities as our Cu targets. Although the intensity will be greater for a fast-ignitor scenario, the
apparent saturation of electron energy (as a function of laser intensity), might imply that the electron beam in a fast-ignitor scenario might be the 640keV energy measured in 100TW experiments. This would be lower than the desired 1MeV beam, but possibly large enough to still spark a fusion reaction. Further intensity scaling (to $10^{20}$ W cm$^{-2}$ and beyond) would be crucial for determining the feasibility of this scheme.

### 6.2.2 Future Work

Even if the results of ~30% conversion efficiency and near-MeV electron energies would continue hold for fast ignitor-relevant parameters, there are other obstacles on the road to a high-yield fusion reaction. The plasma blowoff from the solid targets (as discussed in Chapter 4) can be much greater in a true compression-ignition scheme, and the presence of this large underdense plasma might significantly alter the laser-plasma interaction. The channeling pulse, which would be necessary to get the ultra-high-intensity laser anywhere near the compressed fuel, has not yet been discussed; if this is not feasible the fast ignitor scheme would most likely fail. Perhaps even the distance from the critical density (where the electrons are produced) to the region of 200g/cm$^3$ compressed fuel (where the huge return current must come from) might prove to be the crucial parameter in a fast ignition reactor.

In order to address these and other issues, experiments are continuing on the Petawatt laser and are also being planned on other high-energy, short-pulse laser systems currently in construction around the world. Based on the above analysis of the electron return current, many fast-ignitor-relevant experiments cannot be performed at solid density; there would not be a sufficiently dense background to propagate the necessary currents. Instead, the ability to compress targets with additional laser beams will be necessary to truly test the physics of the fast ignitor scheme. Tentative plans are being developed at Lawrence Livermore Lab to interface the Petawatt with one Nova beam,
allowing planar compression of small targets. Experiments requiring spherical compression may have to await the construction of a short-pulse system at a large laser facility (NIF, Omega, etc.).

Based on the results presented in this thesis, some important avenues of future research include:

1) Continuation of the electron measurements to intensities above $10^{20}$ W/cm$^2$.
2) Scaling of conversion efficiency in pre-compressed targets.
3) More accurate electron beam cone-angle measurements, including magnetic field diagnostics.
4) Theoretical understanding of the relationship between laser intensity and electron conversion efficiency.
5) Effect of the laser-prepulse and associated pre-plasma.

Ideally the cost and size of high-intensity lasers will continue their exponential decrease, while the shot rate will go up dramatically. If such laser advances continue, some of these research topics may be addressed outside of the world's largest laser systems. Right now the limiting factor in these large systems is damage to the compression gratings; the PW gratings must be meter-sized as a result. Perhaps one additional area of important laser-plasma research might be an attempt to make a compression grating out of a plasma, similar to a "plasma mirror". Such a damage-free grating could allow table-top Petawatt laser systems which would in turn allow laboratories everywhere to perform experiments relevant to fast ignitor fusion.

### 6.3 Summary

Inertially confined fusion may be another century away, or perhaps a series of breakthroughs will allow a fusion power plant to be constructed early in the next century. New ideas such as the fast ignitor concept will be crucial to any eventual success.
While the experiments presented in this dissertation may or may not help guide the way to a future fusion reactor, it is notable that they did not turn up any "show-stoppers", either for fast ignition or for conventional ICF. The experiments presented in Chapter 3 might have determined that the 100% energy transfer between crossed-beams (as predicted by linear theory) actually does occur, rather than the low levels of absolute energy transfer seen in the experiment. The experiments presented in Chapter 4 and 5 might have discovered numerous flaws in the fast ignition scheme, such as low conversion efficiencies, too-high electron energies, or an inability of targets to support many Alfvén currents.

Apart from fusion considerations, the experiments presented in Chapter 3 have shown for the first time that energy can be resonantly transferred between two beams of equal frequency in a flowing plasma, and that this energy transfer is lower than predicted by linear theory. The scaling of this effect suggests that the interaction is only taking place over a small fraction of the crossing beams.

The experiments on the 100TW laser have shown that 30% laser-to-electron conversion efficiency is possible in ultra-high intensity laser-matter interactions. These measurements of conversion efficiency were the first to be done in this intensity regime. Additional observations included an intriguing dependence on target material, an apparent beaming of the highest energy electrons, and a curious independence of electron energy on laser intensity.

Continuing these experiments on the Petawatt laser, it was discovered that very energetic laser pulses up to 400J can still have sizable conversion efficiency, despite the larger number of electrons needed to carry the current. In addition, a straightforward relationship between laser intensity and conversion efficiency was discovered over a large range of high intensity interactions. Similar intensities to the 100TW are not yet
available at these energies, but experiments of this nature will no doubt continue into the future.
Appendix A

Energy Transfer in a General Three-Wave Resonance

A.1 Mathematical Model

For three resonant waves all propagating in the x-dimension, the wave amplitudes can be written:

\[ a_1(x, t)e^{ik_1x-i\omega_1t} + c.c. \]
\[ a_2(x, t)e^{ik_2x-i\omega_2t} + c.c. \]
\[ a_3(x, t)e^{ik_3x-i\omega_3t} + c.c. \] \[ \text{[A.1]} \]

Resonance occurs if the usual matching conditions hold:

\[ k_1 + k_2 = k_3 ; \quad \omega_1 + \omega_2 = \omega_3 \] \[ \text{[A.2]} \]

Each wave \( a_n \) is a normal mode of the plasma, so that (as discussed in Chapter 1) it can be represented by the usual damped oscillator equation in the absence of other waves or fields:

\[ D_n(\omega, k)[a_ne^{ik_nx-i\omega_nt} + c.c.] = 0 \] \[ \text{[A.3]} \]

\[ D_n(\omega, k) = -\omega^2 - 2i\Gamma_n(k)\omega + \omega_n^2(k) + \Gamma_n^2(k) \] \[ \text{[A.4]} \]

At this point the "slowly varying envelope approximation" must be made, which is that the wave amplitudes \( a_n(x, t) \) vary slowly as compared to the regular \( \exp(ikx-i\omega t) \) oscillation. Removing the oscillatory component, this approximation can be written as:

\[ D_n(\omega_n + i\frac{\partial}{\partial t}, k_n - i\frac{\partial}{\partial x})[a_n] = 0 \] \[ \text{[A.5]} \]
Expanding [A.5] to first order in $\delta/\delta t$ and $\delta/\delta x$, and neglecting $\Gamma^2$;

$$-2i\omega_n \left[ \Gamma_n + \frac{\partial}{\partial t} + \frac{\partial \omega_n}{\partial k} \frac{\partial}{\partial x} \right] a_n = 0$$  \[A.6\]

Here $\delta \omega_n/\delta k = V_n$ is the group velocity of the wave, and the wave is still undriven by other fields. Adding coupling between the waves requires that the zero on the right side of Eqn. [A.6] be replaced by the amplitudes of the other waves as well as a coupling constant which is determined by the strength of the coupling between these particular waves. (The fields produced by other interactions will not satisfy Eqn [A.2] and are therefore off-resonant and need not be considered.) Writing all three coupled equations then takes the form [72]:

$$\frac{\partial a_1}{\partial t} + \Gamma_1 a_1 + V_1 \frac{\partial a_1}{\partial x} = \beta a_2^* a_3^*$$

$$\frac{\partial a_2}{\partial t} + \Gamma_2 a_2 + V_2 \frac{\partial a_2}{\partial x} = \beta a_1^* a_3^*$$  \[A.7\]

$$\frac{\partial a_3}{\partial t} + \Gamma_3 a_3 + V_3 \frac{\partial a_3}{\partial x} = -\beta a_1^* a_2^*$$

The coupling constant $\beta$ comes with a negative sign in the final equation because it represents the highest-frequency wave ($a_3$) and from Eqn [A.2] $\omega_3$ is the sum (rather than the difference) of the other two frequencies.

If both damping and the convective term ($V \delta a/\delta x$) are neglected, the following parameters can be shown to be constant by performing a time derivative and comparing to [A.7]:

$$|a_1|^2 + |a_3|^2$$

$$|a_2|^2 + |a_3|^2$$

$$|a_1|^2 - |a_2|^2$$  \[A.8\]

These constants represent conservation of action, also known as the Manley-Rowe relations. [73] An additional constant arises from total energy conservation, with the
energy in a given wave proportional to the frequency (see the quantum analogy in Section 2.1.2):

$$\omega_1 |a_1|^2 + \omega_2 |a_2|^2 + \omega_3 |a_3|^2 = \text{Constant}$$  \[A.9\]

### A.2 Resonant Energy Transfer

The three equations in \[A.7\] contain all the physics of three-wave resonant interactions, but are not analytically solvable. Removing the damping and the convective term does allow an analytical solution in terms of Jacobi elliptic functions [74]. Without damping, however, one does not generally find net (steady-state) energy transfer between the waves; eventually the energy will return. Therefore the no-damping case will not be discussed here.

The simplest form of \[A.7\] with damping is to assume that one of the three waves is heavily damped, while the other two have weak damping that can be neglected. This is often a relevant scenario, such as when two electromagnetic waves interact with a third plasma wave. If the damped wave is $a_1$, and the damping dominates both the time derivative and the convective term, the first of \[A.7\] can be written:

$$a_1 = \frac{\beta a_2^* a_3^*}{\Gamma_1}$$  \[A.10\]

Substituting \[A.10\] into the other two Equations in \[A.7\], and again ignoring the convective terms, one can easily find:

$$\frac{\partial}{\partial t} |a_2|^2 = 2|\beta|^2 \Gamma_1^{-1} |a_2|^2 |a_3|^2$$  \[A.11\]

$$\frac{\partial}{\partial t} |a_3|^2 = -2|\beta|^2 \Gamma_1^{-1} |a_2|^2 |a_3|^2$$  \[A.12\]

Neglecting the convective terms is not a good approximation for fast-moving electromagnetic waves, although these results are shown to be equivalent to the more relevant "steady-state approximation" in the following section. Defining the intensity of
each wave $I_n = |\alpha|^2$, the variables can be separated using the Manley-Rowe relation $I_2 + I_3 = \text{constant}$ (second Eqn. of [A.8]). The solution then becomes:

$$I_2(t) = \frac{I_2(0)^2 + I_2(0)I_3(0)}{I_3(0)e^{-\Gamma t} + I_2(0)}$$  \[\text{[A.13]}\]

$$I_3(t) = \frac{I_3(0)^2 + I_2(0)I_3(0)}{I_2(0)e^{\Gamma t} + I_3(0)}$$  \[\text{[A.14]}\]

where:

$$\Gamma = \frac{2|\beta|^2 (I_2(0) + I_3(0))}{\Gamma_1}$$  \[\text{[A.15]}\]

The relative energy gain of $I_2$ is therefore:

$$\frac{I_2(t) - I_2(0)}{I_2(0)} = \frac{(1 - e^{-\Gamma t})}{e^{-\Gamma t} + I_2(0)/I_3(0)}$$  \[\text{[A.16]}\]

The result of these calculations is to show that energy will transfer from the higher-intensity undamped wave ($I_3$) to the lower-intensity undamped wave ($I_2$) because of the interaction with the damped wave $I_1$. This is an irreversible process; the energy does not flow in the opposite direction at later times, as was the case in the undamped oscillators.

This direction of energy flow can also be illustrated with an entropy argument. The number of quantum (photons, phonons) in a laser or plasma wave can be found simply by dividing the intensity by the quantum energy $\hbar \omega/2\pi$, defining the number of quantum to be $N_i = 2\pi I_i/\hbar \omega$, etc. The entropy of the three-wave system is the log of the number of possible states. Given that photons and phonons are interchangeable within a given wave, this entropy is therefore:

$$S = \ln \left( \frac{(N_1 + N_2 + N_3)!}{N_1! N_2! N_3!} \right)$$  \[\text{[A.17]}\]

Because entropy must increase over time, the total number of quantum ($N_1 + N_2 + N_3$) must increase; this is accomplished by converting one high-frequency
quantum to two lower-frequency quantum, increasing the total number by one. Therefore, the condition that \( \delta S > 0 \) forces energy to flow from \( N_3 \) into \( N_1 \) and \( N_2 \).

One interesting fact that can be drawn from the above solution ([A.16]) is the saturation of energy transfer at large intensity ratios \( (I_3/I_2 \gg e^{\Gamma t}) \). This arises from Eqn. [A.10], as the damped wave intensity \( I_1 = |a_1|^2 \) is proportional to the product of the undamped intensities, \( I_2 I_3 \), not the total amount of energy. Therefore changing an already-large intensity ratio while keeping \( I_2(0) + I_3(0) \) constant will maintain a roughly constant ratio between the damped wave intensity \( I_1 \) and the intensity of the weaker undamped wave. This, in turn, will "saturate" the energy transfer, as the same fraction of energy \( (e^{\Gamma t} - 1) \) will be transferred regardless of the actual ratio \( I_3/I_2 \).

### A.3 Steady State Solution

An alternate solution to Eqns. [A.7] can be found via the "steady-state approximation", where the convective terms \( (V \delta a/\delta x) \) are maintained and the time derivatives are ignored. This is allowable in certain situations, such as if the undamped waves \( I_2 \) and \( I_3 \) are laser beams that propagate through the interaction region much faster than the growth time of the damped wave \( I_1 \). The mathematics is very similar to the above solution, and the 1-D solution is qualitatively similar because the new derivative only corresponds to a change in the rest frame of the problem. This approximation has recently been performed in two-dimensions for the particular case of two laser beams in resonance with an ion acoustic wave [33]. While the beam evolution was found to be highly 2-D and nonlinear, the energy transferred between the laser beams turned out to have a simple analytic solution. Because of the relevance to the experiment described in Chapter 3, the theoretical results will be summarized here.

After crossing with a higher-frequency wave in a plasma with resonant ion waves, the higher-frequency wave is found to lose energy by a fraction:
\[ \frac{I_3(0) - I_3}{I_3(0)} = \frac{1}{g} \ln \left[ e^{-rg} + e^{g \left( 1 - e^{-rg} \right)} \right] \]  \[ \text{[A.18]} \]

Here \( r = I_3(0)/I_2(0) \), and \( g \) is a normalized dimensionless parameter, proportional to both \( I_1 \) and the gain length of the interaction. It is tedious to show the equivalence of [A.18] to the earlier solution [A.16] for small gain lengths, but in this regime there are no new results to be found in the low-gain limit of [A.18]. The important point is that the solution presented in section A.2 is still applicable for determining low-levels of resonant energy exchange between laser beams in situations relevant to the experiments in Chapter 3. Further discussion and comparison with these results can be found in that chapter.

### A.4 Saturation

Finally, this analysis has all assumed that the damped wave is unsaturated. If some other process (besides damping) clamps \( a_1 \) at some fixed amplitude, then Equation [A.10] is no longer valid, so (at saturation) \( a_1 = A_1 = \text{constant} \). The last two of [A.7] then become (in the steady-state approximation):

\[
\frac{\partial a_2}{\partial x} = \frac{\beta A_1}{V_2} a_3 \quad \text{[A.19]}
\]

\[
\frac{\partial a_3}{\partial x} = -\frac{\beta A_1}{V_3} a_2 \quad \text{[A.20]}
\]

Taking another derivative and substituting:

\[
\frac{\partial^2 a_2}{\partial x^2} = -\frac{\beta^2 A_1^2}{V_2 V_3} a_2 \quad \text{[A.21]}
\]

\[
\frac{\partial^2 a_3}{\partial x^2} = -\frac{\beta^2 A_1^2}{V_2 V_3} a_3 \quad \text{[A.22]}
\]

In the saturated limit, therefore, the solution is oscillatory. After a sufficient gain-length \(<I_2>=<I_3>\), and statistical energy transfer can be expected if the original wave amplitudes are very different. For smaller gain lengths (over which pump depletion can
be neglected, Equations [A.21-22] are no longer relevant. Instead, Equation [A.19] shows that $I_3$ can be expected to transfer energy to $I_2$ by an amount independent of the intensity of $I_2$, until pump depletion lowers $I_3$. Therefore calculating the "gain" from [A.19] and [A.20] in the absence of pump depletion:

$$Gain = \frac{I_2(x) - I_2(0)}{I_2(0)} = \left(\frac{\beta A_1 x}{V_2}\right)^2 \frac{I_3}{I_2} \quad \text{[A.23]}$$

This equation only holds for small gain lengths and assumes $I_3 \gg I_2$. Therefore the independence of intensity ratio (for high ratios) seen in [A.16] no longer holds in the saturated case; now higher intensity ratios continue to lead to higher gains of the lower-intensity wave. However, transition from the unsaturated to the saturated case (and the reverse) is a nonlinear problem that in general cannot be solved analytically. Therefore simulations are required in order to accurately model the saturation and subsequent relaxation of the damped plasma wave in three-wave resonance.
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