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Automatic depression detection systems based on speech signals have recently garnered

significant attention. Depression modeling from speech signals, however, faces three challenges.

The first challenge is data scarcity. The second, is the risk of privacy exposure in depression

detection systems. The third, is the lack of consideration of non-uniformly distributed

depression patterns within speech signals. In this dissertation, we address these challenges so

that better and privacy-preserving speech-based depression detection systems are built.

To address the data scarcity issue, we propose a modified Instance Discriminative Learning

(IDL) pre-training method to enable the model to extract augment-invariant and instance-

spread-out embeddings from pre-training tasks using out-of-domain unlabeled data. The

pre-trained model is then used for initialization of the downstream model, DepAudioNet, and

fine-tuned for depression detection tasks. We investigate different augmentation techniques

and instance sampling strategies in the pre-training stage. Specifically, we propose a novel

sampling strategy, Pseudo-Instance-based Sampling (PIS), to further reveal the correlation

between depression characteristics with the underlying acoustic units.
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Second, to address the privacy-preservation issue, we propose a novel non-uniform speaker

disentanglement (NUSD) adversarial learning framework to disentangle speaker-identity

information from depression characteristics. The approach utilizes idiosyncratic behaviors

of different layers of detection models, and varies the adversarial disentanglement strength

of different model components. The method shows that depression detection can be done

without an over-reliance on speaker-identity features. More importantly, we found that

attenuating more speaker information in the Feature Extraction (FE) module yields better

performance than assigning the disentanglement weights uniformly.

Third, to address the non-uniformity of depression patterns in speech signals, we propose a

novel framework. The framework, Speechformer-CTC, models dynamically varying depression

characteristics within speech segments using a Connectionist Temporal Classification (CTC)

objective function without the necessity of input-output alignment. Two novel CTC-label

generation policies, namely the Expectation-One-Hot and the HuBERT policies, are proposed

and incorporated in objectives at various granularities. Additionally, experiments using

Automatic Speech Recognition (ASR) features are conducted to demonstrate the compatibility

of the proposed method with content-based features. Our findings show that depression

detection can benefit from modeling non-uniformly distributed depression patterns and the

proposed framework can potentially be used to determine significant depressive regions in

speech utterances.

Experiments show that the proposed techniques achieve state-of-the-art performance and

are validated for both English and Mandarin Chinese.
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CHAPTER 1

Introduction

1.1 Motivation

Major Depressive Disorder (MDD) is one of the most severe chronic mental health disorders,

characterised by persistent depressed mood, loss of interest in social activities, lack of energy,

and in several cases, thoughts of self-harm or even suicide [LJD14]. Around 4.4% of the world’s

population is estimated to suffer from depression [Org17]. According to the World Health

Organization, MDD may become the leading cause of global disease burden by 2030 [CPJ11].

Conventionally, diagnosing depression is conducted by self-reported questionnaires [KS09].

Some notable ones are Patient Health Questionnaire depression scale (PHQ) [KS09], Com-

posite International Diagnostic (CIDI) [KAM98], and Hamilton Depression Rating Scale

(Ham-D) [BRS04]. These questionnaires include rating questions related to depressed mood,

insomnia, and somatic symptoms, etc. The self-reported survey can be further used during

the clinical interview with an expert doctor for reference. However, there are many subjective

factors, which might cause mis-diagnosis, such as inaccurately-reported depressive symptoms,

irregular patient history or the expertise of the doctor [KYK21]. As a consequence, these

conventional depression evaluation protocols result in high diagnostic error [Mit10]. Therefore,

there is an urgent need to develop an automatic depression detection system that can aid

doctors in diagnosing depression with the help of artificial intelligence.
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1.2 Automatic Depression Detection from Speech Signals

There have been extensive studies focusing on automatic depression detection from bio-

signals, such as voice, video, and electroencephalogram (EEG), etc. [HEJ19,PMT15,WLG15,

ASA15]. Among those approaches, automatic depression detection based on speech sig-

nals draws more attention because speech signals can be an effective clinical marker for

depression [CS15,LDG14]. Recently, depression detection through verbal cues has gained

substantial traction, largely due to the ease of collecting speech data and the rapid ad-

vances in neural network-based modeling methods. Previous research has extensively ex-

amined speech-based depression detection from various perspectives, encompassing diverse

acoustic features (vocal source [Dub19,KBB23], voice quality [AG18], vocal tract articula-

tors [CVS17]), model types (spatial [YDX23], Recurrent Neural Networks (RNNs) [MY16],

self-attention [ZLC20]), data augmentation (Generative Adversarial Network (GAN) [YJS20],

FrAUG [RWF22a]) and backend modeling techniques (transfer learning [WWY22], self-

supervised pre-training [ZWD21,WRF22]). We will introduce relevant background in this

section.

1.2.1 System Description

Automatic depression detection is formulated as a classification task for depression vs

non-depression or multi-level depression severity detection. Some studies also investigated

regression models to predict severity scores. In this dissertation, we specifically focus on

classifying an individual as depressed or non-depressed, as shown in Figure 1.1. Given an

utterance from an individual, acoustic features are obtained by passing the input speech

into a feature extractor. The extracted features are then fed into the model for depression

detection. The final decision is made by either thresholding a single confidence score or

choosing the larger score between the two classes.

2



Figure 1.1: A schematic diagram of a speech-based automatic depression detection system.

1.2.2 Acoustic Features

Numerous studies [CS15,WWL23,AG18,Low11,LH15] have shown that the speech of individ-

uals suffering from depression can be characterised by one or more of the following acoustic

cues: slow, uniform, monotonous, and hesitant voice. Among various acoustic features

that have been investigated as bio-markers are voice source features, which capture voice

production information, such as jitter, shimmer, and Harmonic-to-noise ratio (HNR); these

features are shown to have a high correlation with depression [ASS14,LML10]. In [Yan12],

vocal prosody features, especially switching pause (pause duration between speaker utter-

ances), were found to have great inter and intrapersonal characteristics related to depression

severity. Moreover, since changes in speech motor control are proven to be associated with

depression, corresponding formant features that represent dominant spectrum components

and contain resonance properties of the vocal tract were also used for depression detection

in a gender-dependent manner [CVS17]. Cepstral features, like Mel-Frequency Cepstral

Coefficients (MFCC), are also widely used as input features across multiple frameworks for

depression detection [RKM22,Sha20,HCM18]. Specifically, in [TTN18], the second coefficient

of MFCC, which represents the energy difference of frequency around 2k to 3k Hz, has been

shown to have significant discriminative characteristics between depressive and non-depressive

speech.
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1.2.3 Model Architecture

Automatic depression detection systems were previously built based on architectures like

Gaussian Mixture Models [WQH13], logistic regression [AG18], Naive Bayes and Random

Forest [LHL16]. With the advancements in Deep Neural Networks (DNNs), more studies have

increasingly adopted DNN-based architectures, showcasing improved performance compared

to previous machine learning approaches [MY16,RKM22,LDL19]. Notably, Convolutional

Neural Networks (CNNs), RNNs, and their variants have gained prominence in the research

community. DepAudioNet [MY16], which consists of CNN and Long-Short-Term-Memory

(LSTM) layers, has proven effective in depression detection, and it is widely used as a

baseline model [RWF22a,RWF22b,WRA23,RWF24b,RWF24a]. In [HEJ20], a dilated CNN

is proposed and coupled with full vocal tract coordination features to leverage its potential

in determining depression states. [ZLD21] integrates a multi-head attention mechanism with

LSTM to emphasize key temporal information, enhancing the performance of depression

detection tasks.

Recently, Transformer-based approaches have gained more attention for their great adapt-

ability across various domains and superior performance. In [LLL22], the Transformer encoder

is cascaded with a CNN to capture long-range dependencies. In [YDX23], a parallel CNN-

Transformer architecture to simultaneously capture local knowledge and temporal sequential

information was proposed. More recently, a new framework, Speechformer, was proposed by

modifying multi-head self-attention into a speech-based variant with hierarchical granularities

(Frame, Phoneme, Word or Utterance) based on speech pronunciation structure [CXX22].

It was shown that the Speechformer model achieved superior performance compared to its

Transformer counterpart.
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1.3 Data Scarcity Challenge

Depression corpora suffer from the data scarcity problem, which hinders the generalizability

of automatic detection systems. One possible solution is applying data augmentation to

simulate acoustic variability among the depression/non-depression groups. But conventional

augmentation techniques might alter the depression status, such as pitch, formants, and speed.

etc. [CS15]. Some augmentation techniques were validated to perform well on depression

detection [Fen22,RWF22a], but this topic is still in a preliminary stage without extensive

experimental verification. Another solution is to use pre-trained models which we will describe

in this section. Alternatively, to provide a better generalizability of the detection model,

utilizing unlabelled data through Unsupervised-Pre-Training (UPT) is another solution. We

introduce two UPT methods in Chapter 3.

1.3.1 Contrastive Predictive Coding

Contrastive Predictive Coding (CPC) [OLV18] is a universal unsupervised learning method

in extracting high-level representations by optimizing the probabilistic contrastive loss in

predicting the future autoregressively. Many UPT methods extended from CPC have shown

their great performance in speech-related tasks, such as Wav2vec [SBC19], Wav2vec2.0 [Bae20],

Vq-Wav2vec [BSA19]. However, here we focus on CPC as it’s the basic framework design

without the requirement for specific architecture like its extensions.

Given an input sequence [x1, ..., xt, ...xT ], a non-linear encoder genc maps the input sequence

into a latent representation sequence [z1, ..., zt, ...zT ]. Then a sequence of context latent

representation [c1, ..., ct, ...cT ] is obtained by autogressively mapping z≤t through a RNN

module gar. Therefore, each context latent representation ct has aggregate information from

z≤t. For prediction, instead of predicting the k-step future observations xt+k directly, like

what Autoregressive Predictive Coding (APC) does, CPC models the future prediction density

ratio fk(xt+k, ct) over a group of N samples X, where only one sample drawn from P (xt+k|ct)
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is positive, and the rest (N − 1 samples) are negative, and drawn from some pre-defined

distribution. For each future time step k, the density ratio function can be modeled using a

simplified log-bilinear model. As a consequence, the model is optimized to distinguish the

only true positive sample from a group of candidates with N − 1 distractors using a InfoNCE

loss. This objective can be formulated as:

LN = −EN[log
fk(xt+k, ct)∑
xj∈X fk(xj, ct)

]

fk(xt+k, ct) = exp(zTtkWkct)

(1.1)

where Wk is the linear projection of the prediction for each time step k. In implementation,

InfoNCE loss is aggregated over multiple future time steps k from 1 to max step.

CPC provides high tractability thanks to the negative sampling mechanism. By controlling

the sampling policy, we can manipulate the model to be capable of distinguishing specific

attributes. For example, by drawing negative samples strictly from different speakers, CPC

can simultaneously capture speaker and content-related information.

1.3.2 Speech SimCLR

Speech SimCLR [JLC20] is speech-variant version of its image-domain counterpart Sim-

CLR [CKN20]. In general, SimCLR methods train the model to maximize the agreement

between data samples augmented in different ways in an unsupervised fashion. Similar to the

CPC method where a contrastive loss is applied, SimCLR, however, collapses each sample

into a fix-dimensional embedding and computes the contrastive loss mutually without the

necessity of an autoregressive operation. This setup enables the model to focus more on the

global attributes and improves the robustness of the model toward perturbation.

Given a sample x, two augmentations are applied to generate a correlated pair of samples

xi and xj. These two samples then pass through a neural network module in parallel, for

example, a Transformer encoder, to generate two latent representations hi and hj. An
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aggregation operation is then used to collapse the representation to be fixed in dimension zi

and zj for contrastive loss computation. This operation is typically modeled using an average

pooling operation followed by a projection operation. For a batch of N samples, with respect

to a sample i, consider (i, j) to be the positive pair and the rest 2(N − 1) to be negative

pairs, the model is trained to optimize the constrastive loss defined as:

Li,j = −log
exp(sim(zi, zj)/τ)∑2N

k=1 Ik ̸=iexp(sim(zi, zk)/τ)

sim(zi,zj) =
zTi zj

||zi||||zj||

Ik ̸=i = 1 if k ̸= i else 0

(1.2)

where the sim function is the cosine similarity between two vectors which can also be

substituted into other functions, and τ is the pre-defined temperature factor to scale the

similarity score.

1.4 Privacy Concern of Depression Detection Systems

Despite the extensively developed speech-based depression detection systems and applications,

one inevitable concern is the risk of privacy exposure when people are using such systems.

According to a survey regarding patients’ attitude towards speech-based mental health

smartphone application [BNG21], more than 25% of patients with a mental health disorder

indicated that they will object to the application or will only consider using it if privacy

is guaranteed. In addition, the ratio of absolute objection increases to 49% if they were

informed that the application will record their speech automatically instead of manually. As

a consequence, privacy concerns will hinder the deployment of automatic depression detection

systems in both clinical and daily use cases.

One notable type of malicious hack in machine learning that may lead to a privacy breach is

the Membership Inference Attack (MIA) [HSS22]. MIAs aims to infer whether a specific data
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sample is included in the dataset for model training. In the case of speech-based automatic

depression detection, attackers can query the system using an individual’s utterance and

discover if that individual has a depression disorder. Such an attack leads to confidentiality

violation with respect to speaker identity.

Thus, as a privacy-preserving automatic depression detection system, acoustic features

extracted from either the feature encoder or the intermediate layers should be distinguishable

with respect to depression states but not to speaker identity.

1.5 Non-uniform Depression Patterns

Aside from the challenges mentioned, depression patterns may not be uniformly distributed

in an utterance, implying that not every frame, phoneme, or sub-word may equally convey

depression (or non-depression) related information [SCP17,NLT21,WLZ21]. Previous research

has unveiled that depression severity affects different regions of speech segments disparately,

considering both time and frequency intervals [NLT21]. This influence is evident in word

choices [CGS23] and variations in vowels between individuals with depression and those

without [YLC23].

A straightforward way of solving this problem is by training human experts to manually

label each audio segment and provide more fine-grained depression status labels either at

the frame, phoneme, or word level instead of just one label per speaker. This process is

expensive, time-consuming, and may introduce annotator bias because of the subjective

labeling process [KYK21]. As a consequence, previous modeling approaches make the implicit

assumption of “label extension”, i.e., each chopped segment or even frames share the same

depressive or non-depressive label as the overall label of the corresponding speaker. This

assumption may lead to sub-optimal performance, as it fails to account for the non-uniformly

distributed depression intervals as mentioned earlier.
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1.6 Dissertation Overview

This dissertation addresses three challenges in the development of automatic depression

detection systems. First, we mitigate the data scarcity issue in depression detection from

speech signals using unsupervised pretraining techniques. We propose a modified UPT method

(Instance Discriminative Learning) framework to learn prior knowledge from pretraining

datasets. Second, we propose a non-uniform speaker disentanglement method to better

preserve speaker’s privacy through adversarial training while simultaneously improve detection

performance. It should be noted that anoymization of the speech-based depression detection

system is especially crucial for clinical deployment. Lastly, a novel framework, Speechformer-

CTC is introduced to explicitly model non-uniform depression characteristic in the temporal

domain.

The remainder of this dissertation is organized as follows. Chapter 2 describes datasets

and features used throughout the dissertation. Chapter 3 introduces the novel UPT method,

Instance Discriminative Learning, to address the data scarcity challenge in depression detec-

tion. Chapter 4 includes the adversarial training frameworks to tackle the privacy concerns of

depression detection systems. Chapter 5 presents a way of modeling non-uniform depression

characteristics across segments with the proposed framework, Speechformer-CTC. Chapter 6

concludes the dissertation and provides some directions for future research.
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CHAPTER 2

Databases and Features

2.1 Databases

2.1.1 DAIC-WOZ

The Distress Analysis Interview Corpus - Wizard of Oz (DAIC-WOZ) [VG16] is an English

dataset containing audio, text, and video of interviews collected by a virtual interviewer from

189 (male and female) participants. Each participant conducts a PHQ [KS09] questionnaire

where a score sum greater or equal to 10 indicates depression. The audio files have durations

ranging from 7 ∼ 33 min (16 min on average), with a non-depression vs depression ratio of 3:1

and total duration ∼50 hours, sampled at 16kHz. Segments are extracted from the responses

of speakers using the provided time stamps. The dataset is split into train, validation, and

test sets with a ratio of 107: 35: 47, following the official split. Sessions with errors are

properly handled manually based on the provided documentation.

2.1.2 CONVERGE

The Mandarin dataset used is part of China, Oxford, and Virginia Commonwealth University

Experimental Research Genetic Epidemiology (CONVERGE) project [LS12]. Subjects were

interviewed by trained interviewers using a computerized assessment system. The diagnoses

of depressive disorder were conducted by expert clinicians according to the Diagnostic and

Statistical Manual of Mental Disorders, fourth edition (DSM-IV) criteria [Dia94]. The

dataset is split into CONVERGE1 and CONVERGE2 based on the date of collection. The
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CONVERGE1 subset comprises 7959 female speakers (4217 ND vs. 3742 D) with a total

duration of ∼436 hours, sampled at 16kHz. Responses for each participant are segmented

into multiple audio clips by annotators. For training, validation, and testing the model

performance, the CONVERGE1 dataset is split into 60%, 20%, and 20%, respectively,

without speaker overlap. CONVERGE2 is a subset sampled in 8kHz for replication study

purposes and to test the proposed methods’ performance in an out-of-domain scenario.

CONVERGE2 contains 1189 female speakers (699 ND vs 490 D) with a total duration of

∼71 hours. Note that two CONVERGE datasets have different recording conditions.

2.2 Features

2.2.1 Mel-spectrogram Features

Mel-spectrograms are the most widely applied feature sets in depression detection from

speech signals [Fen22,CXX22,CXX23]. After the Short-Time Fourier Transform (STFT),

each frame’s frequency content is filtered by a set of Mel-filters, characterized by a human

perceptual frequency scale with narrower low-frequency filter bandwidths than the high-

frequency ones. Their reasonable capability in representing spectral envelopes makes them

a standard feature set in various speech tasks, such as Automatic Speech Recognition

(ASR) [WZF21,FAA21,FCC23], Speaker Verification [JZW18,TD23,VLM14], and Speech

Emotion Recognition (SER) [MCL21,DWL19].

In this dissertation, mel-spectrogram features with different window and hop sizes are

extracted depending on the backend models in different studies.

2.2.2 Raw Audio

Aside from extracting hand-crafted features like mel-spectrograms, using raw audio directly

as input is an emerging trend in the speech community [RWF24a,FSA24,PC15,ODZ16].
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With the advancement of deep neural networks, models are not only built to conduct specific

tasks given extracted features but also able to adaptively extract task-specific features using a

learnable feature encoder [HBT21,Bae20,SBC19], which is usually a convolution module. Some

notable studies show that intermediate features extracted from learnable feature encoders

are more representative than mel-spectrograms for depression detection [RWF24a,Bai21].

2.2.3 High-level Features

High-level features, defined as features extracted from models pre-trained on some tasks, are

extensively explored in various speech tasks. These models are usually pre-trained on much

larger and more diverse datasets, and frozen in downstream tasks. It is expected that prior

knowledge learned from pre-training tasks can help the models extract better representations

than those obtained from statistical functions. Here we introduce two related and most

popular pre-training frameworks.

2.2.3.1 HuBERT

Hidden unit BERT (HuBERT) [HBT21] is a self-supervised pre-training framework which

utilizes an intermediate clustering phase to generate pseudo-labels for masked prediction loss

optimization. Suppose we have a sequence of raw speech signals, the feature encoder projects

the raw input audio into a sequence of representations Z = [z1, ..., zt, ...zT ]. The feature

encoder usually consists of several convolution layers. The representations are randomly

masked with a pre-defined ratio, where the masked time steps are denoted as a set M . The

backbone model f , which is a Transformer encoder module, maps the partially masked

representation sequence into label spaces for cross-entropy loss calculation with respect to the

generated pseudo-label Y = [y1, ..., yt, ...yT ]. Pseudo-labels are generated through an acoustic

unit discovery process k using a clustering operation, which is usually a K-means model. The

cluster model can be fit using either Mel-frequency Cepstral Coefficients (MFCCs) extracted
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from raw speech signal or intermediate HuBERT model layer’s output. The HuBERT loss

can be formulated as:

LHuBERT = αLmasked + (1− α)Lunmasked

= −α
∑
t∈M

logP (yt|Z)− (1− α)
∑
t̸∈M

logP (yt|Z)
(2.1)

where α is the weight factor controlling the loss contribution from masked and unmasked

time steps. In implementation, multiple sets of pseudo-labels, for example, generated from a

K-means model with different numbers of clusters, can be used simultaneously and losses are

summed up. Unless otherwise specified, we use a 24-layer HuBERT-large model and 12-th

layer’s output as the extracted high-level HuBERT features for the English dataset.

2.2.3.2 Whisper

Whisper [RKX23] models are pre-trained with weak transcription supervision on large and

diverse domains of corpora (680k hours) through multi-task training, and have been shown

to have great robustness. The multi-task training is accomplished by manipulating the input

tokens to the decoder, such as specifying whether the task is transcription or translation

across different languages. The unified model setup results in great ASR performance. A

single model shows great robustness in multilingual scenarios without the need for fine-tuning.

Whisper is an encoder-decoder Transformer model with 80-channel log-mel-spectrogram

as input features. In this dissertation, Whisper-medium with 24 layers are selected for the

Mandarin datasets because of its superior ASR performance in Mandarin compared to other

model sizes.
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CHAPTER 3

Mitigating Data Scarcity with UPT in Depression

Detection

In this chapter, we attempt at achieving better speech modeling of depression by mitigating

data scarcity through an unsupervised pre-training (UPT) technique which was first introduced

in [Wan22b].

3.1 Motivation

UPT is shown to be effective in various tasks given limited data, such as low-resource

Automatic Speech Recognition (ASR) [HBT21,FAA21], and Speech Emotion Recognition

(SER) [LYL21,JLC20]. For SER tasks, Contrastive Predictive Coding (CPC) was applied by

separating positive examples from negative examples through InfoNCE (Noise-Constrastive

Estimation) minimization [LYL21]. A different UPT technique, Speech SimCLR, was proposed

to optimize contrastive loss between samples that are augmented [JLC20]. There have been

a few studies that focused on UPT for depression detection. Most of these approaches use

UPT models for feature extraction [SEG18,ZWD21,SNR22]. However, it’s highly likely that

the extracted features might lose important information for depression classification, since

the pre-trained model is not optimized for depression detection. Hence, there is a domain

discrepancy problem which might negatively affect performance. Inspired by a successful

UPT method, Instance Discriminative Learning (IDL) [YZY19], for image classification tasks,

we propose a modified IDL approach for depression detection based on speech signals to
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Figure 3.1: A schematic diagram of IDL pre-training. xi indicates an original instance and x̂i

represents its augmented version, i = 1, 2, ..., n, where n is the batch size. fi and f̂i denote

embeddings of xi and x̂i. Red and blue blocks are augment-invariant and instance-spread-out

computations, respectively.

extract augment-invariant and instance-spread-out embeddings in the pre-training stage.

Then, the pre-trained model is used to initialize the downstream model instead of freezing it

to be a feature extractor. Various augmentation techniques are applied, and Time Masking

is found to yield the best performance. We also investigate different sampling strategies for

pre-training and find that the method that works the best preserves some speaker information.

Additionally, we propose a new sampling strategy, Pseudo Instance-based Sampling (PIS), to

boost instance-spread-out characteristics.

3.2 Method

The schematic diagram of IDL [YZY19] is shown in Figure 3.1. The assumption of IDL

pre-training is that, the embedding of an instance and the embedding of its augmented object
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should be invariant, that is close in the latent space, and embeddings of different instances

should be spread-out, that is far away from each other in the latent space. The embedding

here is the output of the pre-trained model. In our case, all utterances are divided into

segments with equal length, and each segment is taken as a distinct instance in pre-training.

For each batch, n segments are selected with pre-defined sampling strategies which are

introduced in Section 3.2.2. For each segment xi in the batch, augmentation is applied and

we obtain x̂i. Embeddings, denoted by fi and f̂i, are obtained by feeding the original segment

and the augmented segment into the Neural Network (NN) module, respectively. Assume

a hyper-parameter τ , to obtain an augment-invariant embedding, the probability that the

augmented instance x̂i being classified as instance xi is maximized, and is defined as:

P (xi|x̂i) =
exp(< fi, f̂i > /τ)∑n
k=1 exp(< fk, f̂i > /τ)

(3.1)

As another objective of the pre-training, embeddings should also be instance-spread-out,

where the probability that an instance xj being classified as another instance xi, j ̸= i, in a

batch is minimized, and is defined as:

P (xi|xj) =
exp(< fi, fj > /τ)∑n
k=1 exp(< fk, fj > /τ)

, j ̸= i (3.2)

Here, probabilities are calculated as the ratios of exponential inner products of two embeddings

scaled by τ . In all experiments, τ is empirically set to be 10. Note that all equations in this

section are similar to those introduced in [YZY19].

We assume that the probability of an instance xi being recognized as a different instance

xj is independent for j ̸= i. For each instance xi, the joint probability that its augmented

instance x̂i can be recognized as xi and other instances xj cannot be recognized as xi is

denoted as:

Pi = P (xi|x̂i)
∏
j ̸=i

(1− P (xi|xj)) (3.3)

The NN module is then optimized by minimizing the average negative log-likelihood over a
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batch. Hence, the loss is :

LIDL = − 1

n
(
∑
i

logP (xi|x̂i) +
∑
i

∑
j ̸=i

log(1− P (xi|xj))) (3.4)

3.2.1 Augment-Invariant Embeddings

The first goal of IDL pre-training is to learn augment-invariant embeddings, corresponding

to Equation 3.1. Augmentation techniques are applied to instances in the batch during pre-

training. However, for speech signals, effects of augmentation methods on depression status

have not been fully explored. To mitigate potential negative effects of some augmentation

methods that might change acoustic correlates of depression, such as pitch, formants, etc.

[CS15], augmentation methods used in this work are carefully chosen to be additive noise

and volume perturbation at the signal level [Ma19]. For comparison, Vocal Tract Length

Perturbation (VTLP) [JH13], as a powerful augmentation technique but might change

formant features, is also applied. All signal-level augmentations are conducted using open-

source nlpaug package [Ma19]. Here signal-level augmentation refers to operations applied

directly on the raw waveform before feature extraction. In addition, to better analyze the

effects of augmentation in the time and frequency domains separately, TM (time masking),

FM (frequency masking) and SpecAugment (as a combination of TM and FM along with

time-warping) [PCZ19] are applied at the feature level, using mel-spectrograms.

3.2.2 Instance-Spread-Out Embeddings

3.2.2.1 Distinct speaker-based and Random Sampling

Equation 3.2 results in the embeddings being instance-spread-out. Depending on different

sampling strategies, the pre-training task has different implicit tendencies. In distinct speaker-

based sampling (DS), it is guaranteed that each segment in a batch is from a distinct speaker.

Hence, while the model is trying to spread out embeddings from different instances, it is
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also optimized to classify different speakers. In other words, speaker information might be

preserved in the embedding. The other sampling strategy is random sampling (RS), where

segments in a batch are not constrained to be chosen from distinct speakers. If two samples

in a batch are from the same speaker, they will still be classified as two instances. Therefore,

setting the RS strategy might not preserve speaker discriminative information as well as DS

in the embedding.

3.2.2.2 Pseudo Instance-based Sampling (PIS)

Inspired by HuBERT [HBT21], pseudo labels generated by clustering algorithms can reveal

implicit correlation between hidden representations and underlying acoustic units in ASR tasks.

Embeddings trained from IDL might also have such a non-trivial correlation with depression

status. The correlation can provide distinguishable characteristics across instances which

may help with depression classification. Therefore, PIS is proposed to sample instances in a

batch according to pseudo labels assigned by clustering algorithms instead of being speaker-

dependent. Let X denote all segments X = [x1, x2, ..., xn]. At the first stage, the model

is pre-trained using IDL with DS sampling strategy. Then, embeddings, F = [f1, f2, ...fn],

are obtained by feeding X into the best pre-trained model. Embeddings are clustered

using a simple k-means model with C cluster centroids. Corresponding pseudo labels,

Ỹ = [ỹ1, ỹ1, ..., ỹn], are assigned as cluster centroid variables, where ỹi = 1, 2, ..., C. At the

second stage, instead of sampling instances in a batch with DS, each instance is sampled from

a distinct cluster to guarantee all samples in a batch have distinct pseudo labels. Therefore,

C is pre-determined to be the batch size in the second stage to guarantee all samples in a

batch are from different clusters.

18



3.3 Experimental Setup

For both pre-training and downstream datasets, we use 40 dimensional mel-spectrograms as

input features, extracted with the Librosa library [MRL15] every 32ms with a 64ms Hanning

window. Experiments are conducted using PyTorch [PGM19]. Two datasets, DAIC-WOZ

(English) and CONVERGE1 subset from CONVERGE (Mandarin), as described in Chapter 2,

are used in this study.

3.3.1 Pre-training Datasets

Librispeech-960 [PCP15] is used as the pre-training dataset for downstream tasks on DAIC-

WOZ. It is one of the largest publicly available speech corpora in English (960 hours) with

mostly reading style speech. Two subsets, training and validation, are partitioned with

the ratio of 9:1 without speaker overlap, and the validation set is used to choose the best

pre-trained model.

CN-Celeb [FK20] is chosen as the pre-training dataset for classification experiments

conducted on CONVERGE1. The dataset contains more than 130,000 utterances in Mandarin

from 1000 Chinese celebrities across multiple genres (270 hours). Training and validation

subsets are partitioned in the same way as Librispeech.

3.3.2 DepAudioNet

The back-end model we apply is DepAudioNet proposed in [MY16,BP20] for depression

detection from speech signals, as shown in Figure 3.2. 40-dimensional mel-spectrogram

features first pass through a one-dimensional convolution layer with a kernel size of 3 to

capture short-term characteristics. Batch normalization is enabled after convolution. A

max-pooling layer with a kernel size of 3 follows the convolution layer to capture mid-term

features, with a dropout factor of 0.05 and an activation function as ReLU. Two LSTM

layers and a fully connected (FC) layer activated by a Sigmoid with a hidden size of 128 are
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Figure 3.2: A schematic diagram of DepAudioNet Model [MY16]

concatenated to generate binary predictions.

For experiments on DAIC-WOZ, the model is pre-trained on the Librispeech-960 corpus.

Utterances from each speaker are combined and segmented into multiple fixed length segments

with 120 frames each. The model is trained for 100 epochs with a batch size of 20. The

learning rate is set to 1e-3, and the decay factor is set to 0.9 every two epochs. The model

with the smallest validation loss is chosen to initialize the downstream model. For the

depression classification task, to mitigate length variation and class imbalance, random

cropping and random sub-sampling are applied [MY16]. Each utterance is randomly cropped

into a fragment with the same length as the shortest utterance, to mitigate any influence

from longer utterances. Then, each fragment is segmented with a fixed window length of

120 frames. A new subset is generated by sampling an equal number of depression and

non-depression segments randomly without replacement. To fully utilize as many samples

as possible, five individual models are trained using five randomly selected subsets for 100

epochs each, with a learning rate of 1e-3, and a decay factor of 0.9 every two epochs. Final

predictions are obtained by averaging probabilities of the five models.

For CONVERGE1 experiments pre-trained on CN-Celeb, random cropping and sub-

sampling are disabled because the dataset (CONVERGE1) is balanced. One model is

trained using all segments. The learning rate is empirically set to 1e-2. Other experimental

configurations are the same as DAIC-WOZ experiments. All experiments are evaluated by
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Table 3.1: Performance of IDL in terms of average F1-scores with different augmentation

methods using distinct speaker-based sampling (DS) on DAIC-WOZ and CONVERGE1

evaluation sets. Baseline is the experiments without pre-training. ND and D stands for

non-depression and depression, respectively. In the Augmentation column, TM stands for

Time-Masking, FM is Frequency-Masking, and SpecAug stands for SpecAugment. VTLP

denotes Vocal Tract Length Perturbation. Noise and Volume stands for noise perturbation

and volume perturbation, respectively. The best F1-scores are boldfaced. ∗ indicates that the

change in performance is not statistically significant.

Exp Augmentation DAIC-WOZ CONVERGE1

F1-avg F1-ND F1-D F1-avg F1-ND F1-D

Baseline NA 0.6083 0.8000 0.4167 0.7228 0.7101 0.7355

IDL (DS) - Feature Level Aug

TM 0.6458 0.8116 0.4800 0.7412∗ 0.7503 0.7321

FM 0.6103 0.7761 0.4444 0.7256 0.7343 0.7168

SpecAug 0.6189 0.8378 0.4000 0.7316 0.7432 0.7200

IDL (DS) - Signal Level Aug

VTLP 0.5428 0.6984 0.3871 0.7197 0.7378 0.7015

Noise 0.6083 0.8000 0.4167 0.7293 0.7537 0.7048

Volume 0.6458 0.8116 0.4800 0.7257 0.7453 0.7063

macro-average F1-score between depressed and non-depressed speakers.

3.4 Results and Discussion

3.4.1 Comparison of Different Augmentation Methods

To investigate the effects of augment-invariant characteristics, different augmentation methods

used in pre-training are compared while fixing the sampling strategy to be DS. F1-scores for

the baseline system without pre-training, and IDL pre-training with various augmentation

methods on DAIC-WOZ and CONVERGE1 evaluation sets are shown in Table 3.1. The

improvements in the F1-scores are statistically significant compared with the baseline unless

21



otherwise specified. In the feature-level augmentation experiments, the effect of time and

frequency perturbation on depression status can be analyzed by perturbing the spectrogram

in time or frequency. Table 3.1 shows that TM gives the best performance with a relative

F1-avg improvement of 6.16% on DAIC-WOZ and 2.55% on CONVERGE compared with the

baseline system. FM is the worst among the three with a relative improvement of 0.3% and

0.39% on DAIC-WOZ and CONVERGE1, respectively. Applying SpecAugment achieves an

intermediate performance with a relative improvement of 1.74% and 1.22%, respectively. The

results suggest that, augmenting the signal in the spectral domain, such as frequency masking,

might result in loss of depression-specific information. The worst performance is observed

for IDL with VTLP as the augmentation method, which also proves the hypothesis that

modifications of spectral domain parameters can negatively affect depression classification.

Because the spectrum is less affected by noise and volume perturbations compared with

VTLP, moderate improvement can be observed on both datasets using these two types of

techniques. Combination of augmentation methods are evaluated but performances are worse

than using a single method. Note that the improvements on DAIC-WOZ is more significant

than on CONVERGE1, and this could be due to two factors. The first is the fact that the

CONVERGE dataset is balanced while DAIC-WOZ is not. The second reason could be

that the labels in DAIC-WOZ is based on subjects’ self-assessments, while the labels of the

CONVERGE1 dataset reflected clinical diagnosis.

3.4.2 Sampling Strategy Comparison

The instance-spread-out characteristics of the proposed pre-training method are explored by

setting different sampling strategies with TM augmentation, since TM is the best augmentation

technique found experimentally (as reported in Section 3.4.1). F1-avg scores on DAIC-WOZ

and CONVERGE1 evaluation sets using different sampling strategies are shown in Table 3.2.

In Table 3.2, we observe that setting the batch sampling strategy to be DS yields relative

improvements of 13.64% and 4.79% on DAIC-WOZ and CONVERGE1, respectively, compared
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with using RS. Unlike RS, DS might preserve speaker information because embeddings of

two speakers’ instances are optimized to be spread-out, this observation implies speaker-

discriminative information might be crucial in determining depression status. An ablation

study is conducted in Section 3.4.3 to prove that speaker information is preserved using DS.

Table 3.2: F1-avg scores of Baseline and unsupervised pre-training methods on DAIC-WOZ

and CONVERGE1. SS stands for sampling strategy. Best Results are boldfaced.

F1-avg SS DAIC-WOZ CONVERGE1

Baseline - 0.6083 0.7228

CPC [OLV18] - 0.6167 0.7371

Speech SimCLR [JLC20] - 0.6258 0.7288

IDL - Feature Level (TM)

RS 0.5683 0.7073

DS 0.6458 0.7412

PIS 0.6834 0.7435

In the IDL-PIS experiments, TM is also chosen for augmentation. PIS can further improve

depression classification performance compared with DS, with relative improvements of 5.82%

on DAIC-WOZ and 0.31% on CONVERGE. Improvements demonstrate that pseudo-labels

generated by the clustering model provide a high correlation with depression status.

As a comparison with other UPT methods, experiments with CPC [OLV18] and Speech

SimCLR [JLC20] without reconstruction loss are conducted and reported in Table 3.2. Results

show that CPC and Speech SimCLR can perform better than the baseline system but not as

well as the proposed IDL method.

3.4.3 Ablation Study on Speaker Classification

We have shown that sampling instances in a batch using the DS sampling strategy during pre-

training can help with the downstream depression classification task. To prove that speaker
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Table 3.3: F1-avg scores and Speaker Classification Accuracy (Spk Cls Acc) of Baseline and

unsupervised pre-training on DAIC-WOZ. w/o ft stands for no fine-tuning. SS stands for

sampling strategy.

Exp SS F1-avg Spk Cls Acc(%)

Baseline NA 0.6083 21.98

IDL - Feature Level (TM)

DS (w/o ft) 0.3472 68.26

DS 0.6458 72.16

RS 0.5683 59.45

PIS 0.6834 71.60

information is preserved in embeddings optimized by pre-training, speaker classification

tasks with embeddings generated from downstream models as input are conducted on the

DAIC-WOZ test set using a simple Support Vector Machine (SVM) classifier [CV95]. 30% of

the segments constitute the speaker classification test set.

Table 3.3 shows that, for IDL pre-training using TM with DS on Librispeech, without

fine-tuning on the DAIC-WOZ, a 68.26% speaker classification accuracy is achieved. The

corresponding F1-score of 0.3472 is reasonable since the model hasn’t been tuned for the

depression task. The accuracy increases to 72.16% after fine-tuning. This improvement

can be explained by in-domain dataset adaptation through the downstream task. As a

comparison, IDL-RS only achieves 59.45% speaker classification accuracy. The relative

speaker classification accuracy degradation of 17.61% from DS to RS proves that speaker

information are better preserved using DS. Additionally, using PIS achieves a comparable

speaker classification accuracy and an improved F1-score on depression classification compared

with DS. This observation reveals that depression-specific characteristics can be preserved in

embeddings trained using PIS, along with some speaker information.
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3.5 Summary

In this chapter, to deal with the data scarcity challenge, a modified UPT approach, IDL,

is proposed to learn augment-invariant and instance-spread-out embeddings for depression

detection tasks on DAIC-WOZ and CONVERGE1 datasets. IDL uses the framework proposed

for image classification [YZY19], except for preprocessing speech signals, augmentation and

sampling strategies. Different augmentation techniques are compared in terms of augment-

invariant characteristics. Results show that TM yields the best performance among all

augmentation methods. For learning instance-spread-out embeddings, different sampling

strategies, DS and RS are investigated and compared. Results show that preserving speaker

information in the embedding using DS might help with depression classification. We also

propose a new sampling strategy, PIS, to generate pseudo labels based on clustering, to reveal

a deeper correlation between embeddings and depression status. Compared with the baseline

without pre-training, the proposed approach, PIS, achieves significant improvements in the

detection of depression on DAIC-WOZ and CONVERGE1 datasets.
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CHAPTER 4

Privacy-preserving Depression Detection

In this chapter, we present a novel approach to disentangle speaker information from depres-

sion characteristics through adversarial training, to address privacy concerns in depression

detection. This study was first introduced in [WRA23].

4.1 Motivation

In Chapter 3, we have shown that preserving some speaker-identity characteristics can help

with depression detection. This observation is consistent with previous approaches that

achieve better detection performance using speaker information [DWL21,Ega22,Dum22]. As

a hypothesis, we suspect that the depression space and speaker space have some overlap.

Thus, capturing distinguishable speaker characteristics can help with detecting depression

status. Subsequently, one important question that needs to be answered is, can we attenuate

those components of speaker characteristics that are irrelevant to depression status to preserve

patients’ privacy?

Although the field of privacy-preserving depression detection is relatively new, few previ-

ous studies have attempted to endeavour in this direction. Among them, Federated learn-

ing [Suh22] and Sine-wave speech [Dum21] are notable examples of such methods. Although

these methods are promising, their application to low-resource depression detection from

speech signals is still in its early stages, and results in significant performance loss [Suh22].

More recently, [Li20,Gat22,Yin20] proposed to remove speaker-related information from
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speech signals using adversarial learning for speech emotion recognition. We refer to this

approach as uniform speaker disentanglement (USD) where the whole model is trained with

the same adversarial loss. Despite the promising results of USD in detecting depression, as

reported in [Rav22], the model has certain limitations that can impede its performance. One

such limitation is the lack of consideration for the interactions between different layers of

the model, and the relationship between the tasks being performed and the intermediate

representations. For example, recent research has shown that different layers of a model

capture information differently [Che22]. It is, therefore, possible that some layers capture

more depression information and less speaker information or vice versa, and applying speaker

disentanglement to all the layers uniformly may result in sub-optimal performance.

In this chapter, we hypothesize that speaker-related information encoded by different

layers of a model is idiosyncratic, both in terms of quantity and quality, where some layers

may encode more or fewer speaker characteristics than other layers, some of which may

not be relevant for depression detection. Assigning a higher penalty to such layers during

adversarial training can improve overall model performance. Hence, we propose a novel non-

uniform speaker disentanglement method (NUSD) that regulates the proportion of speaker

disentanglement applied to different model layers and shows that NUSD outperforms USD.

4.2 Background: Uniform Speaker Disentanglement

As the research introduced in this chapter is extended from the previously proposed USD

study [Rav22], we briefly introduce the USD methodology.

USD [Rav22] minimizes the prediction loss for the primary task and maximizes the loss of

the auxiliary task. In the context of depression detection with speaker disentanglement, the

primary task is depression detection, and the auxiliary task is speaker identification (SID).

The final objective is the sum of depression detection loss and speaker identification loss

scaled by a pre-defined negative factor. By training the model in this adversarial manner, we
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are forcing the model to make correct predictions about depression status without identifying

the speaker.

4.3 Non-uniform Speaker Disentanglement

Figure 4.1: Block diagram representing non-uniform speaker disentanglement of speaker and

depression characteristics.

To address the limitation of not considering differential layer behaviours of the network

in the USD approach, we propose a non-uniform speaker disentanglement (NUSD) technique.

The NUSD framework is as shown in Figure 4.1. Similar to USD, we have the primary

depression detection task and the auxiliary SID task. The final objective function is defined

as

LNUSD = LDep − λ(LSID) (4.1)

where LDep is the depression-detection loss and λ controls how much of the SID loss, LSID

contributes to the total loss, LNUSD. Conventionally, LDep is Binary Cross Entropy loss, and

LSID is multi-class Cross-Entropy loss. A higher value of λ indicates a greater adversarial

cost during training.

To accommodate the differential layer behaviour of the model, the loss gradients of
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the auxiliary task can be split into multiple components based on model layers and unlike

USD, loss maximization can be applied differently to each component thereby allowing for

varying levels of disentanglement to be applied to different layers. In this study, we split

the gradients into two components: the feature extraction component (FE) composed of

the initial layers and the feature processing component (FP) made up of the final layers as

detailed in Section 4.4.3.1. This decision is made based on the observation from [Che22] that,

initial layers have greater activation weight in speaker-related tasks. The layer separation

policy used in this study is based on our preliminary observation of depression and speaker

separability across layers, such that the layer with significant separability change is selected

to separate FE and FP components.

Let the trainable parameters of a model be denoted as θALL, the trainable parameters

of these components can be represented as θFE and θFP for the FE and the FP layers,

respectively. When the SID loss is backpropagated to FE layers, it is further multiplied by a

controllable scalar β. This can be written as -

∂LSID

∂θALL

= [
∂(βLSID)

∂θFE

,
∂(LSID)

∂θFP

] (4.2)

By changing the factor β, NUSD can regulate adversarial disentanglement of different layers

of the model differently. For example, if β < 1, then the FP layers are penalized more than

the FE layers during adversarial training and vice-versa. Conversely, if β = 1, then NUSD is

equivalent to USD.

During the optimizer’s update step, the model’s parameters are updated as follows:

θFE = θFE + α(λβ
∂LSID

∂θFE

− ∂LDep

∂θFE

)

θFP = θFP + α(λ
∂LSID

∂θFP

− ∂LDep

∂θFP

)

(4.3)

where α is the learning rate. The negative term (positive sign) for the speaker gradient in

Eq. 4.3 ensures that the model maximizes LSID while simultaneously optimizing LDep thereby

partially disentangling speaker identity and depression status.
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Table 4.1: Architecture details of the ECAPA-TDNN Model. [InC,OutC,K,S,P,D] are in-

channels, out-channels, kernel, stride, padding and dilation, respectively.

Layer Name InC,OutC,K,S,P,D

Input Layer [1,128,1024,512,0,1]

SE-Res2-1 [128,128,3,1,2,2]

SE-Res2-2 [128,128,3,1,3,3]

SE-Res2-3 [128,128,3,1,4,4]

Feature aggregation -

Concat-Conv [384,384,1,1,0,1]

AttentiveStatsPool [384,768,-,-,-,-]

Embedding Layer [768,128,-,-,-,-]

Speaker Prediction Layer [128,107,-,-,-,-]

Depression Prediction Layer [128,1,-,-,-,-]

4.4 Experimental Setup

4.4.1 Database and Pre-processing

We use DAIC-WOZ to evalute the effectiveness of our techniques. The models were trained

using raw-audio features as input, with similar pre-processing steps as those used to address

data imbalance in [MY16,Bai21,Rav22,Wan22b]. The training data was pre-processed with

random cropping and sampling, where each utterance was randomly cropped to the length

of the shortest utterance and segmented into multiple 3.84s segments (equivalent to 61440

raw-audio samples). The experimental configurations are identical to those mentioned in

Chapter 3.
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4.4.2 Models

4.4.2.1 ECAPA-TDNN

The Emphasized Channel Attention, Propagation and Aggregation in Time Delay Neural

Network (ECAPA-TDNN) [Des20] architecture extends temporal attention-based pooling to

channel dimension, such that each self-attention score represents the importance of a frame

given the channel. Additionally, to build a global channel inter-dependencies, 1-dimensional

Squeeze-Excitation (SE) block is introduced. Each channel representation is multiplied by a

weighting factor obtained from passing the statistical mean over time into a sub-neural-network

module. The SE block is concatenated after several (dilated) convolutional layers with input

residual to build a SE-Res2Block. In addition, multi-layer information exploitation is achieved

by passing all preceding outputs from the SE-Res2Blocks and the initial convolutional module

into the next block through residual connections.

In contrast to previous studies [Wan22a] that use spectrograms or MFCCs as inputs,

the ECAPA-TDNN model is trained using raw-audio signals. To accommodate raw-audio

speech signals as inputs and avoid overfitting the model to a small training dataset, the

ECAPA-TDNN model architecture was modified (see Table 4.1). Specifically, the kernel and

stride of the input convolution layer, the number of channels in the intermediate layers and

the dimensions of the prediction layers were modified.

4.4.2.2 DepAudioNet

This model employed a CNN-LSTM architecture as proposed in [MY16] with implementation

based on [Bai21]. To accommodate the raw-audio input feature type, two 1-D Convolution

layers followed by two unidirectional LSTM layers were used. Lastly, the depression and

speaker prediction layers were fully connected layers with 107 output dimensions for speaker

labels.
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4.4.3 Experiments

4.4.3.1 USD and NUSD

In the USD experiments, both models share the same adversarial weight λ across all layers.

In the NUSD experiments, the FE layers are weighted with βλ and the FP layers with λ. We

consider the input layer and three SE-Res2blocks of the ECAPA-TDNN model as FE. The

feature aggregation layer, Concat-Conv layer, attention layer, the fully connected embedding

layer and the prediction layers are considered as the FP layers. Similarly, for DepAudioNet,

the first 2 convolutional layers are FE with the two LSTM layers along with the prediction

layers as FP. β and λ values are empirically chosen.

4.4.3.2 Speaker Identification Experiments

To investigate how speaker disentanglement affects speaker-identity, we conduct an SID

experiment. This involves training a support vector classifier (SVC) using either the embedding

layer output from the ECAPA-TDNN model or the hidden representation of the last LSTM

layer from the DepAudioNet model. During the experiment, the SVC training embeddings

are obtained from the baseline model without speaker disentanglement, while the evaluation

embeddings are taken from the model with or without speaker disentanglement.

4.4.3.3 Layer-wise Generalized Discrimination Value Analysis

Because the proposed method regulates the magnitude of adversarial disentanglement applied

to different components of the models, we investigate layer-wise behaviour of the models

with and without NUSD. This is accomplished with Generalized Discrimination Value

(GDV) [Sch21] analysis. Previously, GDV has been proposed as a metric to evaluate the

separability of specific representations with respect to various class and data labels. In this

paper, we employ GDV to measure speaker and depression-separability of individual layer
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Table 4.2: Depression detection performance for DepAudioNet (D1-D3) and ECAPA-TDNN

(E1-E3) based on F1-avg, F1-ND, F1-D, and SID accuracy using the DAIC-WOZ dataset.

The symbol ‘ ↑’ and ‘ ↓’ indicate a higher or lower value is better, respectively. The best

results are highlighted in bold.

Model Architecture Input Feature
Disentanglement

Method

Model

Parameters
F1-avg ↑ F1-ND ↑ F1-D ↑

SID

Accuracy
↓

DepAudioNet [Bai21] (D1) Raw-Audio None 445k 0.6259 0.7755 0.4762 10.04%

DepAudioNet [Rav22] (D2) Raw-Audio USD 459k 0.6830 0.7826 0.5833 8.91%

DepAudioNet (D3) Raw-Audio NUSD 459k 0.7086 0.8085 0.6087 8.05%

ECAPA-TDNN (E1) Raw-Audio None 595k 0.6329 0.7273 0.5385 42.33%

ECAPA-TDNN (E2) Raw-Audio USD 609k 0.7086 0.8085 0.6087 9.38%

ECAPA-TDNN (E3) Raw-Audio NUSD 609k 0.7349 0.8333 0.6364 4.68%

∆ (E3 vs E2) in % - - - 3.70 2.80 4.55 -50.11

outputs for the models in consideration. The prediction layers are excluded in this analysis

and GDV values are sign-flippped, such that a higher value stands for a better separability.

4.5 Results and Discussion

Experimental results are shown in Table 4.2, which is divided into two main parts (D for

DepAudioNet, and E for ECAPA-TDNN) depending on the backend model in use. Methods

are compared using speaker-level F1-scores for the depressed (F1-D), the non-depressed

(F1-ND) classes, and their unweighted (macro) average (F1-avg).

4.5.1 Speaker Disentanglement

The DepAudioNet model (D1), trained on raw-audio, achieves an F1-avg score of 0.6259,

whereas the proposed ECAPA-TDNN model (E1), also trained on raw audio signals and

without speaker disentanglement, achieves an F1-avg score of 0.6329, demonstrating a 1.12%

improvement.
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When USD is applied to the DepAudioNet Model (D2), its performance improves by

9.12% from 0.6259 to 0.6830 (λ = 3e−4). Furthermore, when the ECAPA-TDNN model

is trained using USD (E2), it achieves an impressive F1-avg score of 0.7086 (λ = 3e−3),

outperforming E1 by 11.96%. Along with a significant increase in depression detection

performance, there is a decrease in SID accuracy of 11.2% (from 10.04% to 8.91%) and 77.8%

(from 42.33% to 9.38%) for D2 and E2, respectively.

Next, we apply NUSD to the DepAudioNet and ECAPA-TDNN models, and label the

resulting best-performing models as D3 and E3, respectively. Model D3 achieves an F1-avg

of 0.7086 (β = 5, λ = 4e−4), an increase of 13.21% over D1 and 3.75% over D2, while only

marginally reducing the speaker classification accuracy to 8.05%. The overall best-performing

model is E3, which achieves an F1-avg of 0.7349 (β = 5, λ = 8e−6), outperforming

the corresponding baseline models E1 and E2 by 16.12% and 3.7%, respectively while

simultaneously reducing the speaker classification accuracy to 4.68%. These results imply

that applying NUSD can be an effective way to enhance depression classification performance

while reducing SID performance. All performance improvement due to disentanglement are

statistically significant.

4.5.2 The Effect of β

In order to study the impact of the hyper-parameter β on model performance, we conducted

a series of experiments using different values of β ranging from 10 to 0.1. The F1-avg scores

were plotted as a function of β for both models (Figure 4.2). Our analysis revealed two

key observations: Firstly, for both models, NUSD (β = 5) consistently outperformed USD

(β = 1), indicating that a non-uniform manner of adversarial training can be beneficial for

performance.

Secondly, we observed a trend in both DepAudioNet and ECAPA-TDNN models wherein

higher values of β produced better results up to β = 5. This finding suggests that assigning

a higher penalty to the initial layers than to the final layers during adversarial training can
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Figure 4.2: A plot of F1-avg versus NUSD β values for the ECAPA-TDNN and the

DepAudioNet CNN-LSTM model. Best viewed in color.

35



improve model performance. One possible explanation is that assigning a higher weight

to penalize FE layers in NUSD leads to a more effective suppression of speaker-specific

feature extraction that may not be too relevant to the primary task of depression detection,

compared to assigning the same weight to both FE and FP layers as in USD. Although this

is a consequential outcome and holds true for depression detection using the DAIC-WOZ

dataset, further investigation is required to verify that the framework generalizes to other

domains.

4.5.3 Layer-wise GDV Analysis

Depression and speaker separability of individual layers of the E1, E2 and E3 were analyzed

using the GDV scores (Figure 4.3). Overall, these plots offer valuable insights into the

behavior of the model and shed light on how the proposed method affects the separation

of depression and speaker features within the model. The main outcomes are as follows:

firstly, for speaker-separability, NUSD had the lowest GDV scores among the three methods

in all layers except in the embedding layer (0.664 for USD vs. 0.688 for NUSD) showing that

NUSD was better at speaker disentanglement than USD in the FE layers and comparable to

USD in the FP layers.

Secondly, for the depression separability, we observe that NUSD has a significantly better

separability profile throughout the model than the USD and the baseline counterparts.

These findings support our hypothesis that speaker information encoded by different layers

of the model is distinctive and non-uniform speaker disentanglement, which exploits this

characteristic of model-behavior, leads to better depression detection.

4.6 Summary

In this chapter, we introduce a novel framework, NUSD, to address privacy concerns in

depression detection through adversarial training. Compared to the USD method [RWF22b],
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Figure 4.3: Plots of layer-wise speaker (left) and depression (right) separability GDV

scores of the ECAPA-TDNN model. Three models are analyzed - baseline without speaker

disentanglement (E1), USD (E2), and NUSD (E3). X-axis represents the layers of the

ECAPA-TDNN model. Best viewed in color.
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the proposed NUSD considers differential information encoding behavior across different

layers of the model, and adjusts the weighting of the adversarial loss between the two portions

of the model: the FE and the FP components. The proposed NUSD approach achieves

better performance on the DAIC-WOZ dataset compared to the baseline system without

disentanglement and the USD method while simultaneously lowering SID accuracy. We

analyze the behavior of the model layers using a class separability framework, finding that a

higher adversarial weight to the FE layers more effectively suppresses speaker information than

USD, leading to a better encoding of depression information and performance improvement.

These findings suggest that our approach leads to better model performance with improved

speaker disentanglement. More importantly, we prove that speech-based depression detection

can be done without over-reliance on speaker-identity features.
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CHAPTER 5

Improving Depression Detection through Speech

Temporal Modeling

In this chapter, we address non-uniformly distributed depression patterns within speech

signals through the proposed Speechformer-CTC framework. This study was first introduced

in [WRF24].

5.1 Motivation

Several studies have attempted to leverage the non-uniformly distributed speech patterns in

depression detection tasks. In [WLZ21], the authors use a multi-channel convolutional layer

to generate a 3D feature map with different temporal spans at the frame level. An attention

module is incorporated to enable the model to automatically determine valid and invalid

frames. In [LNZ22], a long-term global information embedding (GIE) is proposed to re-weight

each frame output from the LSTM module, allowing frames with more significant depression

cues to be emphasized through attention function. Additionally, in [NLT21], the authors

introduce the Time-Frequency Attention (TFA) and merge it with the Squeeze-and-Excitation

component to emphasize timestamps, frequency bands, and frequency channels related to

depression.

Non-uniform temporal modeling of depression characteristics is still in its early stages. To

the best of our knowledge, all previous studies addressing this variability in depression patterns

rely on the attention mechanism in an “unsupervised” manner. However, a potentially more
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effective method involves assigning pseudo-label sequences to segments, allowing sequential

modeling of depression detection tasks in a ”supervised” manner. This approach could

enhance the identification of temporal regions with highly correlated verbal depression cues.

The approach for pseudo-label generation for sequential modeling of speech has been

investigated in Speech Emotion Recognition (SER), another domain that can benefit from

modeling the non-uniformity in a given speech utterance [WLL24,LLZ23,LB23]. Prior studies

include [LT15,CHR18,HRC18,CP17], where a CTC objective 1 is used to reformulate the

SER task into a sequence-to-sequence task.

Building upon the achievements in SER, notably in pseudo-label generalization and

optimizing models via CTC-based methods, we present a novel framework, Speechformer-

CTC (Connectionist Temporal Classification), for depression detection. This framework aims

to capture the non-uniformly distributed patterns of depression using generated CTC-labels

through sequential modeling methodology. Two novel CTC-label generation policies are

proposed, namely the One-Hot policy, and the HuBERT policy, and the effectiveness of our

proposed method is evaluated at various granularities, including the frame level, phoneme

level, word level, and utterance level.

5.2 Background

5.2.1 Speechformer

Given the variability in the temporal characteristics of depression in speech signals [KBB23,

ZBZ19,MSH20,ZGH22], it is necessary to apply the proposed method at various stages and

examine the significance of each stage separately. Therefore, Speechformer is selected as the

foundation model for our study.

In [CXX22], two key ideas were introduced based on the Transformer model to facilitate

1Please refer to 5.2.2 for CTC details.
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the modeling of the speech signal structure and improve computational efficiency:

1) Hierarchical Merge Operation: The study assumes that the speech signal is structured

as frame → phoneme → word → utterance, progressing gradually from local to global scales

in the temporal domain [CXX22]. Consecutive stages are interconnected through merging

blocks to aggregate finer-grained representations into coarser-grained representations. It

allows the model to capture task-related information across multiple granularities.

2) Speechformer block (SF-block) with Speech-based Multi-head Self-Attention (Speech-

MSA): Speech-MSA differs from the conventional Transformer by constraining the attention

computation within small-scope windows that contain only several adjacent time steps. This

attention scale constraint significantly reduces computational complexity. The local span at

each stage is manually selected through statistical analysis of speech signals.

5.2.2 Connectionist Temporal Classification

CTC was originally proposed as a method for labeling unsegmented sequence data for

sequence-to-sequence tasks [GFG06]. Its capability to automatically align different lengths of

input and output sequences makes it a standard approach for Automatic Speech Recognition

(ASR) tasks [FCC21,FCC23,FWG23]. Here, we briefly provide a mathematical derivation of

CTC.

Denote an input sequence X = [x1, ..., xt, ...xT ] of length T, and the corresponding target

sequence Y = [y1, ..., ym, ...yM ] of length M. Let Z = [z1, ..., zt, ...zT ] be the output of the

model where zt is mapped from the input xt at time step t. Denote the original label set

as L (which is vocabulary/alphabet in ASR), CTC introduces the blank token Null for

loss computation and extends the label set L to L′ = {L,Null}, i.e. zt ∈ L′. During loss

calculation, Null and repeated tokens are removed through a collapse function β. Therefore,

correctly predicted Zs are defined as those where Z = β−1(Y ). Since the collapse function β

is a many-to-one mapping, multiple Zs can be mapped to the groundtruth target sequence Y .
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As a result, CTC loss is defined as the summation of all valid Zs negative log-probabilities,

which is formulated as:

LCTC = −log
∑

Z∈β−1(Y )

T∏
t=1

P (zt|X) (5.1)

5.3 Method

The proposed method is outlined in four stages. First, we describe the architecture of

Speechformer-CTC, followed by a preliminary experiment that shows the limitation of the

Naive-One-Hot policy. Next, we explain two CTC-label generation policies: the Expectation-

based One-Hot policy (E-One-Hot), and the HuBERT policy. Lastly, we discuss the fusion of

the content features.

5.3.1 Speechformer-CTC

Before introducing the proposed Speechformer-CTC framework (shown in Figure 5.1), the

backbone Speechformer model [CXX22] is described.

The Speechformer model consists of alternately concatenated SF-blocks and merging

blocks, where input features are transformed from the frame level (F ) to the utterance level

(U) through the phoneme level (P ) and word level (W ). In the first module of Speechformer

(SF-block-F), the frame-level input features (e.g. Log-Mel-spectrogram), denoted as XF with

a length of TF , are transformed into latent representations X̂F with the same length TF .

The SF-block-F is followed by an F → P merging block that aggregates the transformed

frame-level representation X̂F into a phoneme-level representation XP with a length of TP

through adaptive average pooling followed by a linear transformation. Similar operations

in the subsequent stages transform speech representations to specific granularities: the SF-

block-P, SF-block-W, and SF-block-U generate X̂P , X̂W , X̂U , respectively. The SF-block-P

is followed by a P → W merging and the SF-block-W is followed by a W → U merging, that
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Figure 5.1: A block diagram of the proposed Speechformer-CTC model.

Table 5.1: Merge Scales of the Speechformer model. F , P , W , and U are frame, phoneme,

word and utterance. // stands for floor division.

Stage Merge Scale (ms) Merge Scale (step) Description

F → P ∼50 m1 = 50 // hop1 Min length of phoneme

P → W ∼250 m2 = 250 // hop2 Min length of word

W → U ∼1000 m3 = 1000 // hop3 Max length of word

Note: hop2 = m1hop1, hop3 = m2hop2, hop1: feature extraction hop
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aggregate corresponding input sequences to obtain XW and XU , respectively. The merging

scale for each block is the same as that proposed in the original study [CXX22], as described

in Table 5.1. The last average pooling layer aggregates the output of SF-block-U, X̂U (length

TU), into an embedding vector to perform utterance-level loss calculation and prediction.

The Speechformer model was designed to model speech signals by hierarchically aggregating

structural speech components. However, for the speech classification task, the model optimizes

a cross-entropy (CE) objective function for each utterance. This can limit the potential of this

architecture because a global pooling operation from a sequence of features to a single vector

might lose important local temporal characteristic information at finer granularities that

may be relevant for depression identification. Therefore, the model’s capability in detecting

depression can benefit from considering those temporal variations explicitly.

To model the non-uniform distribution of depression characteristics across local temporal

regions, we propose to incorporate a sequence-to-sequence objective in aligning different levels

of representations with a self-defined, pseudo-label sequence. However, the primary challenge

with such an approach is generating an appropriate pseudo-label sequence for an utterance

in the sequence-to-sequence-based depression detection task. As depression datasets only

provide ground-truth labels at the speaker level, generating pseudo-label sequences manually

for each utterance is necessary. The pseudo-labels need to be generated based on some

assumptions and prior knowledge, such that they can represent the dynamic depression states

at specific stages. Even with a hypothetical intelligent pseudo-label sequence generation

policy, the generated sequence is highly unlikely to be aligned with input representation

sequences, which makes it difficult to train a sequence-to-sequence model in an alignment-

based manner [WZF21, FAA21]. However, for such a non-aligned sequence-to-sequence

task, CTC objective optimization is an ideal candidate [GFG06,FWG23]. We propose a

novel framework that embeds the CTC objective function into the Speechformer model at

various stages aiming to automatically align different levels of representations with generated
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CTC-label sequences2.

Before describing the proposed CTC-label generation policy, let us define the framework

objective. We define the generated CTC-label sequence as Yctc, groundtruth speaker level

depression label of the utterance X as y, and final singular classifier output as ỹ. The

objective function is then formulated as:

LDep = −y · log(ỹ)− (1− y) · log(1− ỹ)

LCTC = −log P (Yctc|X̂s)

= −log
∑

Z∈β−1(Yctc)

P (Z|X̂s)

= −log
∑

Z∈β−1(Yctc)

Ts∏
t=1

P (zt|X̂s) s ∈ {F, P,W,U}

Ltotal = LDep + αLCTC

(5.2)

where LDep is utterance-level CE loss, s stands for the stage where the CTC loss function is

applied, and α is the weight factor that controls the contribution of the CTC loss towards

the final loss. In our experiments, all loss terms are averaged over a batch. The CTC loss

is additionally averaged over target sequence Yctc to accommodate different target lengths.

We apply the CTC objective on each stage separately to investigate the effect of different

granularities for depression state alignment.

Compared to previous SER studies [LT15, CHR18, CP17], we keep the CE loss LDep

in the final objective function for two reasons: 1) Only applying CTC loss on a specific

stage will make the model ignore coarser-grained, global information that may contain

relevant depression information, and 2) Compared to emotional attributes, depression-related

attributes tend to be relatively longer and contain various local patterns, such as rapid

emotion transition [WWY22], voiced/unvoiced regions [MSH20], or different vowels [FC23].

Therefore, preserving LDep can avoid overfitting the model to only some local speech patterns.

2CTC-label refers to the generated pseudo-label
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At each stage, the output of the SF-block (before the merging block) is selected as the

output sequence for CTC loss computation. This is done to ensure that the representations

have been processed through Speech-MSA modules for in-stage feature transformation but

have not undergone merging to be transformed into the representations of the next stage.

5.3.2 Preliminary Experiments using Naive-One-Hot Policy

As a preliminary experiment, we apply the previously proposed CTC objective-based sequen-

tial modeling approach, known for its effectiveness in SER tasks [LT15,HRC18,CP17], to

depression detection. In this experiment, the CTC-label generation method involves the

extension of the groundtruth label y ∈ {0, 1}(0: non-depression class or ND; 1: depression

class or D) into a CTC-label sequence Yctc with identical entries. For a depression sample,

the Yctc generated via label-extension will be {1, 1, ....1} with length M .

Although individuals who are depressed may have utterances with unevenly distributed

depression patterns, we assume, based on SER studies [LT15,CHR18,HRC18], that speech

utterances of longer duration tend to contain more regions of interest. Therefore, we set the

CTC target sequence length M to be proportional to input length and denote this method of

generating CTC-label sequence as the “Naive-One-Hot” policy, which is described as follows:

Yctc =


0M y = 0

1M y = 1

where M =
length(X̂s)

k
s ∈ {F, P,W,U}

(5.3)

The variable k (ratio of input to output length M) is empirically chosen to be 3 to

maintain a reasonable number of valid paths during CTC optimization. Considering the

optimization process of CTC, the task is to automatically align the input speech signal into

M isolated D/ND regions.

The Speechformer model [CXX22] is selected as the baseline, and for the Naive-One-Hot
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experiment, the proposed Speechformer-CTC framework (Section 5.3.1) is used. Experiments

are conducted on the DAIC-WOZ dataset [VG16] with 128-dimensional log-melspectrograms as

input features, evaluated using F1-scores. Detailed configurations are described in Section 5.4.

Table 5.2: F1-scores with and without Naive-One-Hot policy on the DAIC-WOZ dataset.

Naive-One-Hot
F1-score

Avg ND D

✗ 0.7142 0.8358 0.5926

✓ 0.7631 0.8387 0.6875

Table 5.2 shows that F1-scores are improved by incorporating Naive-One-Hot policy, with

a 6.85% relative improvement on F1-avg over the baseline. This result verifies that explicitly

modeling depression temporal variation improves detection performance.

The CTC scores for ND and D classes are plotted for four speakers in Figures 5.2 and 5.3,

respectively.

As shown in Figures 5.2(a) and 5.3(a), some individuals have consistently higher correctly-

predicted token scores throughout the entire session. Patients with such evident differences

between D and ND scores throughout the session justify approaches that do not incorporate

sequential modeling. This is because any audio clip segment from these sets of individuals

exhibits significant discriminative depression characteristics. However, the persistent contrast

between D/ND scores is not always observed. In Figure 5.2(b), we observe that, for a

non-depressive individual, certain regions exhibit higher D class scores compared to ND class

scores. Similarly, Figure 5.3(b) displays a comparable pattern, where only half of the session

demonstrates higher D class scores than ND class scores for a depressive individual.

These findings suggest two things - 1) depression patterns can manifest in a non-uniform

manner, and 2) the density of depression states differs among speakers, where density
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(a) (b)

Figure 5.2: Visualization of the CTC token probabilities on two ND individuals. (a) 300 (b)

407.

(a) (b)

Figure 5.3: Visualization of the CTC token probabilities on two D individuals. (a) 311 (b)

308.
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refers to the ratio of significant depression-related regions compared to the entire segment.

Consequently, depression detection can benefit from sequential modeling. However, setting

the CTC-label sequence length to be proportional to the input length, i.e., assuming constant

depression density, could result in sub-optimal performance.

To overcome this challenge, we propose a novel label-generation policy called the E-

One-Hot (Expectation-based One-Hot policy) that can tackle the varying depression state

densities. Further, we utilize the HuBERT models [HBT21] to generate more descriptive

label sequences using latent embedding cluster centroids. Lastly, we investigate the effects

of applying non-uniform modeling at various granularities and explore the complementarity

between the proposed method and content-based ASR features (fine-tuned HuBERT features

for English and Whisper [RKX23] features for Mandrain).

5.3.3 Expectation-based One-Hot Policy (E-One-Hot)

As observed in the preliminary experiments (Section 5.3.2), even for depressed individuals,

some cases have majority speech regions classified as non-depression. It is suspected that

speech signals for some patients suffering from depression may carry significant depression-

related attributes within a relatively minor but dense region across the sample, such as when

being asked specific questions. To accommodate the above-mentioned variations in depression

density, we propose an Expectation-based One-Hot CTC-label generation policy, denoted as

the E-One-Hot label policy.

The E-One-Hot policy shares a similar label extension mechanism as the Naive-One-Hot

policy does, where all entries in the generated sequence share identical values depending

on the groundtruth label y. However, in contrast to earlier methods of setting M pro-

portional to input length, a random length uniformly drawn from 1 to half of the input

length is selected as the CTC-label sequence length M . The longer the CTC label length,

the fewer the valid paths, making the CTC loss more aggressive. For example, when the

length is chosen to be half of the input length, the model is trained to make CTC predic-
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tion as [..., y, Null, y, ...Null, y,Null, ...], where groundtruth label y and Null tokens occur

alternately. On the contrary, when the length is selected to be 1, we assume depression

characteristics are present over only one region, filling with Null state before and after this

region. Repeatedly and randomly choosing different values for M for every sample at every

epoch of model training makes the proposed method equivalent to optimizing the expectation

of the CTC loss with respect to label sequence lengths. The E-One-Hot method can be

written as:

Mi ∼ uniform(1,
length(X̂s,i)

2
)

Yctc,i =


0Mi y = 0

1Mi y = 1

LCTC,i = −logP (Yctc,i|X̂s,i)

LCTC ≈ −EYctc [logP (Yctc|X̂s)]

where s ∈ {F, P,W,U}

(5.4)

where EYctc stands for the expectation function with respect to Yctc, and i stands for sample

index.

5.3.4 HuBERT Policy

The One-Hot label generation methods, naive and Expectation-based, use a similar label

extension approach, in that all label sequences share the same entry as the groundtruth

label, varying only in how the sequence lengths are determined. This 3-class (1, 0, Null)

classification setup only guides the model to distinguish salient vs non-salient regions without

leveraging more or less descriptive and representative characteristics related to depression

throughout the sentences.
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Inspired by the HuBERT study [HBT21], pseudo-labels generated by clustering algorithms

can reveal implicit correlations between hidden representations and underlying acoustic units.

For example, [LGW23] demonstrates that fine-tuning a HuBERT model can provide frame-

level pseudo-emotion labels for SER, aiding in distinguishing emotional/non-emotional frames.

Additionally, [WRF22] revealed that latent embeddings clustered into different groups have

superior depression discriminative characteristics. These insights suggest that intermediate

embeddings from HuBERT models can provide finer depression-related labels. Therefore, in

this work, we propose to utilize the HuBERT model to generate the CTC-label sequences,

referred to as the HuBERT policy.

The raw-audio input to a HuBERT model is transformed into a feature sequence (output

of layer number 12) and it is denoted as A = [a1, ..., an, ...aNF
], where NF is frame-level

feature length. Depending on the stage at which the HuBERT label will be used, the feature

A are merged through average pooling operations following merging scales presented in

5.1. The resulting feature sequence lengths are denoted by NP , NW , and NU , respectively.

Next, two separate K-means models are used to generate cluster centroid IDs, one using

all D features and the other using all ND features. As the generated centroids follow a

0-index manner, to differentiate the D and ND classes, the CTC labels for the D class are

shifted upward by a bias factor equal to the number of centroids. The corresponding cluster

centroid IDs as C = [c1, ..., cn, ...cNs ], where s ∈ {F, P,W,U}. We then define a function γ

to remove repetitive tokens from the centroid-based sequences for each sample. The final

γ(C) is expected to be a descriptive label sequence representing depression patterns in latent

spaces.
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A = HuBERT (RawAudio)

Ke ∼ f(Ae, k)where e ∈ {D,ND}

Ci =


KND(Ai) yi = 0

KD(Ai) yi = 1

Yctc,i =


γ(Ci) yi = 0

γ(Ci) + k yi = 1

(5.5)

where f is the K-means fitting function with k cluster centroids, Here, i is sample index and

Ae denotes all features belonging to the e class.

An additional advantage of the HuBERT policy over the One-Hot policies is, unlike

One-Hot label generation where length M is determined solely based on input sequence

length, the HuBERT policy does not require a rule-based label length mapping function, but

instead uses the length of γ(C) directly. Moreover, since CTC loss can only be computed

when the label length is shorter or equal to the input length, the function γ guarantees that

this restriction is satisfied.

5.3.5 Content Features

Previous research has shown that text modality is effective in depression detection [HHK19,

AGG18]. However, even in the textual domain, depression characteristics can be non-uniformly

distributed. For example, it has been shown that some words carry higher depression-related

signals than others [CGS23]. Since text modeling is not always feasible for depression corpora

due to the lack of transcriptions, we propose to use features extracted from pre-trained ASR

models, believed to be representative of content information.
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5.4 Experiments

The effectiveness of the proposed methods is shown on DAIC-WOZ (English), CONVERGE1

and CONVERGE2 (Mandarin). Detailed experimental setups of dataset configurations

(Table 5.3), acoustic features, model, and training/evaluation scheme are presented in this

section.

Table 5.3: Summary of datasets. D and ND stand for depression and non-depression,

respectively.

DAIC-WOZ CONVERGE1 CONVERGE2

Language English Mandarin Mandarin

Number of Participants 189 7959 1189

D/ND 56/133 3742/4217 490/699

Gender M/F F F

Sampling Rate (Hz) 16000 16000 8000

Total Duration (Hours) 50 (patient 25) 436 71

Number of Segments 32k 300k 65k

D/ND 10k/22k 219k/82k 45k/20k

5.4.1 Features and Embeddings

Log-melspectrogram (log-mel) features are selected as the acoustic features for a fair com-

parison with the Speechformer study [CXX22]. The window and hop sizes are set to 25ms

and 10ms, respectively. Prior to feature extraction, all audio files are resampled to 16kHz,

particularly for the CONVERGE2 dataset. Unless specifically mentioned, 128-dimensional

log-mel features are used as input features for the Speechformer-CTC model.

Content-related features are embeddings expected to provide acoustic and text information.

Due to the fact that CONVERGE datasets do not have transcriptions, in experiments where
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content-related features are explored, embeddings extracted from pre-trained ASR models are

used as input features. For the DAIC-WOZ dataset, the HuBERT-large model [HBT21], pre-

trained on 60k hours of Libri-light [KRZ20] and fine-tuned on 960 hours of Librispeech [PCP15],

is used to extract the 1024-dimensional embeddings with hop size of 20ms. Extraction

is performed using the fairseq toolkit [OEB19]. Regarding the CONVERGE datasets,

Whisper [RKX23] is selected as the information extractor, where only the encoder is used.

Being the state-of-the-art (SOTA) model for ASR tasks trained with large-scale multilingual

and multi-task datasets with supervision, the Whisper model demonstrates good performance

on Mandarin ASR tasks. Extracted Whisper embedding vectors have a dimension of 1024

with a hop size of 20ms [BCP16]. Throughout the experiments, pre-trained encoders are

frozen without updating their weights at any stage.

5.4.2 HuBERT Label Generation

Within the scope of generating CTC-labels using the HuBERT policy, two language-matched

pre-trained HuBERT models are selected to extract HuBERT features for English and

Mandarin. For the DAIC-WOZ dataset, the HuBERT-large model [HBT21] pre-trained on 60k

hours Libir-light is used [KRZ20]. Regarding the CONVERGE dataset, a Chinese-HuBERT-

large model, pre-trained on the 10k hours WenetSpeech training set [ZLG22] is applied. In

the clustering phase, MinibatchKmeans is fitted using the Scikit-learn package [PVG11],

aligning with the label generation method used in HuBERT pre-training [HBT21].

5.4.3 Model Configuration

The backbone Speechformer model consists of multiple Transformer encoders in each stage,

with the MSA operation replaced by Speech-MSA. The number of encoder layers is 2, 2, 4,

and 4 for stages F , P , W , and U , respectively. All Speech-MSA modules utilize 8 attention

heads. The local span scale of Speech-MSA at each stage is manually determined to be 50ms,
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400ms, 2000ms, and the input sequence length, respectively. The feature expansion factor

r is set to = {1, 1, 1}. The final classifier, responsible for depression classification, consists

of 3 linear layers activated by intermediate ReLU functions and a final softmax layer. The

final output size is set to 2, representing scores for ND and D. Each linear layer reduces the

feature dimension by half. These model configurations are selected to be the same as the

original study [CXX22]. The classifier for the sequential CTC modeling task has an identical

structure, with the only difference being the final output size. For the One-Hot policies, the

output size is set to 3, and for the HuBERT-policy, it is set to 2k + 1. The additional 1

output token is reserved for the Null label in the HuBERT policy scenario.

5.4.4 Training and Evaluation Scheme

As indicated in Table 5.3, both datasets suffer from imbalance in terms of the number

of segments from the D and ND classes. The scarcity of the D class in the DAIC-WOZ

dataset is possibly caused by the lack of willingness of depressed individuals to engage in

conversation. However, for the CONVERGE datasets, the datasets are collected through

clinical interviews, where individuals with depression are more inclined to seek treatment and

willingly describe their situation during conversations. This imbalanced sample scales from

ND and D classes may result in overfitting problem on the majority class. Consequently, a

downsampling strategy is applied for each majority-class speaker in a speaker-wise manner,

with downsampling rates as 2, 3, and 2 for the DAIC-WOZ ND class, CONVERGE1 D class,

and CONVERGE2 D class, respectively. It should be noted that the number of speakers is

kept the same before and after the downsampling operation.

Models are trained at the segment level, with the maximum input sequence length set to

the 80 percentile of all sequence lengths to mitigate the impact of extremely long segments.

The specific determination of the maximum sequence length is done empirically for each case

based on the applied features and datasets.

Experiments are conducted with Pytorch [PGM19]. Models are trained for 40 epochs with
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batch sizes of 16 for DAIC-WOZ and 64 for CONVERGE. The learning rates are selected

empirically. A cosine annealing learning rate scheduler is applied, gradually decreasing the

learning rate to 1/100 of the initial learning rate over the entire training process. An SGD

optimizer is used with a momentum of 0.9 and a weight decay factor of 1e− 3 for DAIC-WOZ

and 0 for CONVERGE. Regarding the factor α which controls the CTC-loss weight, we start

the training with a default α as 1 and inspect the CTC-loss scale. The value of α is then

chosen to maintain the CTC-loss and CE-loss to be at the same scale.

The evaluation is conducted at the speaker level using a majority voting approach. A

speaker is classified as depressed if more segments are decoded as depressive than non-

depressive, and vice versa. Classification performance is evaluated using the F1-score, in

terms of the D class, the ND class, as well as the macro average of both (F1-avg) to avoid

overoptimistic performance biased towards the majority class. Precision and recall scores of

each class are also reported.

5.5 Results

Experimental results are presented in four parts. First, the proposed methods are applied to

the DAIC-WOZ dataset. Two CTC-label generation policies and the corresponding results

when applying CTC at various stages are compared to show the effectiveness of the proposed

methods. The results obtained from the DAIC-WOZ dataset are analyzed to gain insights into

non-uniform depression patterns within speech signals. We then show results for experiments

with content features. The best-performing configurations obtained on the DAIC-WOZ

dataset are then used to demonstrate the generalizability of the proposed methods on the

CONVERGE datasets. Finally, a comparison is made between our results and other published

research on depression detection.
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Table 5.4: Results, in terms of F1-score, Precision, and Recall using Naive-One-Hot policy on

the DAIC-WOZ dataset. s stands for the stage where the CTC objective is applied. F , P ,

W , and U are frame, phoneme, word and utterance.

Model s
F1-score Precision Recall

Avg ND D ND D ND D

Speechformer - 0.7142 0.8358 0.5926 0.8235 0.6154 0.8485 0.5714

Speechformer-CTC

F 0.6948 0.8182 0.5714 0.8182 0.5714 0.8182 0.5714

P 0.7631 0.8387 0.6875 0.8966 0.6111 0.7879 0.7857

W 0.7631 0.8387 0.6875 0.8966 0.6111 0.7879 0.7857

U 0.7353 0.8254 0.6452 0.8667 0.5882 0.7879 0.7143

Table 5.5: F1-score, Precision, and Recall using E-one-hot policy on the DAIC-WOZ dataset.

△ F1-avg column is relative improvement compared to corresponding F1-avg from Naive-

One-Hot at each stage separately. D and ND stand for depression class and non-depression

class, respectively. s stands for the stage where CTC objective is applied. F , P , W , and U

are frame, phoneme, word and utterance. ∗ means the F1-avg change is not statistically

significant. The best F1-avg score improvement is boldfaced.

s
F1-score Precision Recall

Avg ND D △ F1-avg ND D ND D

F 0.8042 0.8750 0.7333 15.75% 0.9032 0.6875 0.8485 0.7857

P 0.8042 0.8750 0.7333 5.39% 0.9032 0.6875 0.8485 0.7857

W 0.7756 0.8615 0.6897 1.64% 0.8750 0.6667 0.8485 0.7143

U 0.6948∗ 0.8182 0.5714 -5.51% 0.8182 0.5714 0.8182 0.5714

57



5.5.1 CTC Label Generation Policies

5.5.1.1 E-One-Hot

Results for applying the E-One-Hot CTC label generation at different stages (Frame,

Phoneme, Word, Utterance) of the Speechformer-CTC model are reported and compared

against the Naive-One-Hot policy in Table 5.5. Naive-One-Hot results are reported in

Table 5.4. Overall, the proposed E-One-Hot method achieves the best F1-avg score of 0.8042

on the frame and phoneme level, outperforming the best Naive-One-Hot performance of

0.7631 by 5.39% and the Speechformer baseline by 12.6% (which can be found in Table 5.4).

When the performance of the two One-Hot methods at individual stages are compared, it

is observed that the relative improvement in F1-avg is more significant at fine-grained stages

compared to coarse-grained when the proposed expectation-based CTC-label generation

policy is used. The largest improvement of 15.75% is observed when the E-One-Hot policy is

applied at the F stage. In contrast, when Naive-One-Hot is applied at the F stage, F1-avg

performance degrades (from 0.7142 to 0.6948). A possible explanation is that the Naive-One-

Hot policy might be less accurate at the fine-grained stages (when there are a larger number

of samples) due to the sub-optimal assumptions about the depression density. However,

as the features pass through the model, the merging operations aggregate the non-uniform

depression characteristics across temporal regions which can result in a loss of fine-grained

local depression characteristics. As a consequence, at coarser stages, it is expected that the

benefits of the proposed method, specifically related to varying depression density, cannot be

leveraged. This hypothesis is supported by a monotonic decrease in improvement at coarser

stages observed for the E-One-Hot policy where the F1-avg improvement reduces to 5.39% at

the P stage, 1.64% at the W stage, and a degradation of 5.51% at the U stage.
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Figure 5.4: F1-avg using the HuBERT policy at different stages with different numbers of k

centroids.

5.5.1.2 HuBERT Policy

Performance using CTC-label generation through HuBERT policy for various stages are

shown in Figure 5.4. The performance of the Speechformer-CTC model is evaluated in

different settings by changing the number of clusters k (5, 10, and 15) and the stage at which

the CTC loss is applied. Overall, the best-performing model, using 10 cluster centroids on

the W stage, yields a relative F1-avg improvement of 13.48% over the baseline (0.8105 vs.

0.7142, respectively).

For all experiments, applying HuBERT policy at the W stage performs the best, and

the stage F performs the worst. Additionally, a consistent trend is observed where the

performance improves from the F stage to the W stage and then degrades on the U stage

(the only exception k = 5 which already achieves the best performance on the P level and

the improvements saturate at later stages).

Comparing the performance when setting different K-means centroids (k), we observe
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the best overall performances when setting k = 10. In contrast, k = 15 results in the worst

performance at all stages. The inferior performance of k = 15 vs k = 5 and 10 is further

analyzed using the HuBERT label distribution plots shown in Figure 5.5.

The predicted CTC tokens obtained from the trained Speechformer-CTC models, excluding

the Null token, are plotted in Figure 5.5. k values are varied among 5, 10 or 15 and the

CTC-loss is applied at the W stage. For each sample, the token with maximum probabilities,

among ND or D HuBERT labels, is selected as the predicted token.3

It is observed for all values of k, some HuBERT labels are not predicted at all, for example,

label 3 is not predicted for any sample when k = 5. This suggests that the model tends

to shrink the predicted HuBERT label sets into a smaller group containing a candidate

subset of original HuBERT clusters, which might be more correlated with depression. This is

particularly significant given that the CTC-labels generated from the HuBERT policy are

not obtained by explicitly incorporating any depression-related information across different

labels. A possible explanation is that an unsupervised clustering operation on HuBERT

representations cannot explicitly map depression-related characteristics to all clusters, and

therefore, the Speechformer-CTC model discards some irrelevant clusters through model

training.

From Figures 5.5(a) and (b), we observe that the number of possible HuBERT label

predictions is approximately half of the number of clusters (for example, for k = 10, the

predicted HuBERT label set has a size of 5 for ND class and 4 for D class). However, when

k = 15, though each class is assigned 15 clusters, the model shrinks the prediction set size

into 5 and 3 for ND and D classes, respectively. The majority of clusters is not contributing

towards depression detection. Therefore, during training, those additional irrelevant clusters

can result in more invalid alignment paths and degrade performance. These results therefore

suggest that utilizing HuBERT labels is an effective way of introducing prior knowledge in

3Please note that, to make plots readable, HuBERT labels for the D class samples are shifted down by the
bias factor k according to Eq. 5.5, such that all plots use the same cluster index (from 0 to k − 1).
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(a) k=5 (b) k=10

(c) k=15

Figure 5.5: Predicted HuBERT centroids distribution with different k. The X-axis of each

plot represents the Hubert centroids ID, and the Y-axis is the number of predicted tokens.

(a) k = 5 (b) k = 10 (c) k = 15.
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depression sequential modeling, but the number of clusters has to be carefully chosen to avoid

the issue mentioned above.

Furthermore, we conduct a visualization analysis by mapping the regions with highly

predicted HuBERT labels’ probabilities back to the original audio clips to check whether

the corresponding region has some depression-related patterns from a human perception

perspective. We select a subset of mostly predicted HuBERT labels (2, 3, 5, 8) obtained from

the best-performing model (k = 10 on the W stage) and highlight the corresponding regions

as presented in Figure 5.6. The examples show that predicted HuBERT labels do correspond

to some intuitive depression patterns, such as reduced volume [CSE14], sighing [VVB15],

prolongation [FBC92], and whispering [JLZ20] for some cases. However, specific depression-

related patterns do not correspond to HuBERT labels in a one-to-one manner, because labels

are generated without cluster-wise supervision of depression patterns. Alignment between

the orderless cluster centroid with specific speech activity could enhance the discrimination

of different HuBERT labels and will be undertaken in future experiments.

5.5.2 Non-uniform Modeling of Content Features

In addition to conventional acoustic features, we demonstrate that non-uniform modeling of

depression is also beneficial when content-related features are used. Therefore, we replace

the input features from log-mel to content features (HuBERT-ft) extracted from the ASR

fine-tuned HuBERT-large model for English. Results are as shown in Table 5.6.

Replacing the log-mel feature with the HuBERT-ft feature without incorporating the

proposed CTC approach on the Speechformer network can yield an 8.6% improvement in terms

of F1-avg. Even without non-uniform modeling, HuBERT-ft features are more representative

and meaningful in capturing depression patterns compared to hand-crafted log-mel features.

Second, combining HuBERT-ft features with the proposed method results in the highest

performance in terms of F1-avg, F1-ND, and F1-D in this study, which are 0.8315, 0.8890,

and 0.7742, respectively. The best F1-avg has a relative improvement of 16.42% compared

62



Reduced Volum e

(a)

Reduced Volum e &  Sighing

(b)

Prolongation Whisper ing

(c)

Figure 5.6: Visualization of audio waveforms from the DAIC-WOZ dataset, where highlighted

regions represent clips with high probabilities of depression-related HuBERT centroids ID.

(a) example1 (b) example2 (c) example3.
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Table 5.6: F1-scores, Precision, and Recall using log-mel and HuBERT-ft features on the

DAIC-WOZ dataset. The “HuBERT CTC” column marks whether CTC-label sequences

generated by HuBERT policy are used. The best F1-avg is boldfaced.

Feature(dim) HuBERT CTC
F1-score Precision Recall

Avg ND D ND D ND D

log-mel(128)
- 0.7142 0.8358 0.5926 0.8235 0.6154 0.8485 0.5714

✓ 0.8105 0.8710 0.7500 0.9310 0.6667 0.8182 0.8571

HuBERT-ft(1024)
- 0.7756 0.8615 0.6897 0.8750 0.6667 0.8485 0.7143

✓ 0.8315 0.8890 0.7742 0.9333 0.7059 0.8485 0.8571

to the baseline Speechformer model trained using log-mel features, and 7.21% compared

to the Speechformer model trained on HuBERT-ft features without non-uniform sequential

modeling.

5.5.3 Extension to the CONVERGE Datasets

We apply the proposed methods to the CONVERGE datasets to verify their generalizability

to Mandarin. We use the best configurations obtained in DAIC-WOZ experiments and apply

them to the CONVERGE datasets.

Overall, the performance on CONVERGE2 is lower compared to CONVERGE1. Because

the system is trained with the CONVERGE1 training set and evaluated on CONVERGE2 with

an additional challenge of domain mismatch. However, it still can be seen that by applying the

proposed methods, F1-avg improves. With the Naive-One-Hot label generation policy, F1-avg

improves by 1.77% and 2.10% on CONVERGE1 and CONVERGE2, respectively. However,

applying E-One-Hot results in slight degradation. The degradation might suggest that

CONVERGE, a dataset collected through clinical interviews of severely depressed patients

and labeled by experts, may have a more constant depression density along the speech

segment. Thus, the Naive-One-Hot generation policy gives a relatively good approximation
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Table 5.7: F1-scores using the CONVERGE1 and CONVERGE2 datasets. CTC stands for

CTC-label generation policy applied. ∗ stands for the change is not statistically significant.

The best F1-avg is boldfaced.

Input Features CTC
CONVERGE1 CONVERGE2

F1-avg F1-ND F1-D F1-avg F1-ND F1-D

log-mel

- 0.7463 0.7639 0.7290 0.6057 0.7139 0.4974

Naive-One-Hot 0.7595∗ 0.7730 0.7460 0.6184 0.7129 0.5241

E-One-Hot 0.7532∗ 0.7665 0.7400 0.6108∗ 0.7197 0.5026

HuBERT 0.7651 0.7788 0.7515 0.6277 0.6776 0.5779

Whisper HuBERT 0.8196 0.8435 0.7956 0.7176 0.8043 0.6309

without the necessity to introduce label length expectation.

By utilizing the HuBERT policy, F1-avg performances on CONVERGE1 and CON-

VERGE2 are improved by 2.52% and 3.63%, respectively, compared to the baseline system.

However, unlike the observation of improving all F1-scores on CONVERGE1, using HuBERT

policy results in a 5% F1-ND degradation on the CONVERGE2 dataset. It is suspected that

generated HuBERT labels using a K-means model trained using the CONVERGE1 training

set may have caused a domain mismatch problem on CONVERGE2, specifically on ND

class samples. However, the significantly improved F1-D performance on the CONVERGE2

using the HuBERT policy, 16.18% compared to the baseline, shows that HuBERT labels still

capture more discriminative depression-related information.

Finally, by replacing log-mel features with Whisper features, we achieve the best perfor-

mances on CONVERGE1 and CONVERGE2 simultaneously, yielding relative improvements

of 9.82% and 18.47%, respectively, compared to the baseline.

65



5.5.4 Comparison to SOTA Studies

In this section, we compare our proposed methods with existing SOTA studies for depression

detection as shown in Table 5.8.

Table 5.8: Comparison with SOTA depression detection studies on the DAIC-WOZ and

CONVERGE1 datasets, in terms of F1-scores. The best results are boldfaced. [MSH20]

requires phoneme-level transcription, and therefore can not be applied to the CONVERGE

datasets.

Dataset Method
F1-score

F1-avg F1-ND F1-D

DAIC-WOZ

CAE ADD [SNR22] 0.7050 0.7100 0.7000

Speechformer [CXX22] 0.7142 0.8358 0.5926

AudVowConsNet [MSH20] 0.8350 0.9000 0.7700

SFTN [HSS23] 0.7550 0.8400 0.6700

Proposed Speechformer-CTC 0.8315 0.8890 0.7742

CONVERGE1

Fraug [RWF22a] 0.7390 - -

IDL [WRF22] 0.7435 0.7548 0.7323

Speechformer [CXX22] 0.7463 0.7639 0.7290

Proposed Speechformer-CTC 0.8196 0.8435 0.7956

On the DAIC-WOZ dataset, we achieve close-to-SOTA performance (Audvowconsnet [SNR22]),

with a slightly improved F1-D but not F1-avg and F1-ND. Notably, Audvowconsnet relies

on phoneme-level transcription alignment, to distinguish vowels and consonants, and in-

volves pitch and noise augmentation techniques [KPP15]. In contrast, our approaches can

achieve comparable performance without phoneme transcription, alignment, or augmentation,

highlighting its effectiveness in depression detection. Regarding the CONVERGE datasets,

because CONVERGE2 is a more recent database, we compare our results only against our
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previous work on CONVERGE1. The comparison shows that our method provides the best

F1-scores on CONVERGE1.

5.6 Summary

In this chapter, we present a novel framework, Speechformer-CTC, to model non-uniform

depression patterns within speech segments. This is achieved by introducing a CTC alignment

task regularized by generated CTC-labels. Two novel CTC-label generation policies, namely

the E-One-Hot and the HuBERT policies, are proposed and incorporated in objectives

on various granularities. We show that: 1) Highly depressive regions can be observed in

utterances of individuals without depression and vice versa. Utilizing the One-Hot policy,

we show in a supervised way that depression and non-depression contours are dynamic and

unevenly distributed. 2) HuBERT labels exhibit a high correlation with some depressive

verbal cues within specific subsets of clustered centroids, highlighting the effectiveness of

introducing prior knowledge in CTC-label generation. 3) The integration of ASR features

with the proposed method further enhances the detection performance, demonstrating the

compatibility of the proposed method with content-related information. Our results show

that the performance of depression detection, in terms of Macro F1-score, is improved on

both DAIC-WOZ (English) and CONVERGE (Mandarin) datasets. The best performances

on DAIC-WOZ and CONVERGE achieve close-to-SOTA or SOTA performance but without

the need for transcription.

In future work, we will apply this method to other paralinguistic speech processing tasks,

including SER, and Alzheimer’s disease detection. Additionally, depression-related prior

knowledge, such as voiced activity detection, vowel regions, or emotional attributes, will be

considered during the CTC label generation stage for better alignment.
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CHAPTER 6

Conclusion

In this dissertation, we resolved three challenges in depression detection system development

on speech signals: 1) mitigating data scarcity challenge with UPT, 2) disentangling speaker

identity information from speech signal to preserve privacy with adversarial training, and 3)

tackling non-uniform depression patterns through sequential modeling. In this chapter, main

results of each topic are summarized and possible future work is discussed.

6.1 Summary

Chapter 2 described two depression corpora, namely DAIC-WOZ (English) and CONVERGE

(Mandarin), along with feature sets used in this dissertation. The DAIC-WOZ dataset

includes dialogues between a virtual interviewer and participants. It is the most widely used

benchmark by the speech-based depression research community. The CONVERGE dataset is

a large-scale database, characterized by more diverse phonetic and content variability. Within

this dataset, CONVERGE1 is used for training and evaluation and CONVERGE2, a recent

collected dataset, is specifically used for an out-of-domain replication study in Chapter 5.

Feature sets used in this dissertation includes mel-spectrogram, raw audio and high-level

features extracted from pre-trained models, namely HuBERT and Whisper.

In Chapter 3, an unsupervised pre-training framework is proposed to mitigate data scarcity

by leveraging large-scale of out-of-domain data to improve speech-based depression detection

system performance. We propose a novel Instance Discriminative Learning (IDL) framework
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to let the model learn to extract augment-invariant and instance-spread-out embeddings. We

applied different augmentation techniques on the IDL pre-training stage to investigate the

optimal augmentation strategies specifically for speech-based depression detection. Significant

results are observed when using Time Masking (TM) and Volume Perturbation. Additionally,

different sampling strategies are compared in terms of preserving speaker information or

not. We showed that for the proposed IDL framework, preserving speaker information

performed better than the baseline. Moreover, a novel sampling strategy, Pseudo Instance-

based Sampling (PIS) was proposed to capture implicit discriminative characteristics through

a clustering algorithm and showed superior performance. Comparing to the other two related

pre-training techniques, Contrastive Predictive Coding and Speech SimCLR, IDL achieves

better performance on two depression corpora, DAIC-WOZ and CONVERGE.

Chapter 4, a novel method, Non-uniform Speaker Disentanglement (NUSD), was pro-

posed to more effectively disentangle speaker information by leveraging differential encoding

behaviors of different components of the model. Built upon the previous USD study, we first

introduced the combination of ECAPA-TDNN model with raw audio as input. Then we

separated the model into Feature Extraction (FE) and Feature Processing (FP) components

and scaled the auxiliary task, Speaker Identification (SID), loss towards these components

differently. A Generalized Discrimination Value (GDV) analysis was conducted to gain an

insight of layer-wise embedding discrimination characteristics. We showed that larger SID

loss weight on FE components generally leads to greater performance on depression detection

tasks. Experiments are conducted on the DAIC-WOZ dataset using two different model

architectures, DepAudioNet and ECAPA-TDNN, to verify NUSD’s generalizability. Results

showed that NUSD can achieve better depression detection performance comparing to the

system without disentanglement and with USD, while it simultaneously increases speaker

disentanglement capability.

Finally, in Chapter 5, to address the non-uniformly distributed depression patterns within

speech signals, we proposed a novel framework, Speechformre-CTC, to model the non-uniform
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depression pattern distribution through a Connectionist Temporal Classification (CTC)

alignment task. Novel CTC-label generation policies were proposed, namely Expectation-One-

Hot (E-One-Hot), and HuBERT policies. We investigated different speech granularities where

the CTC loss is applied and found intermediate granularities (phone-level and word-level)

regularization gives better performance than the finest frame-level and the most coarse

utterance-level ones. Additionally, we conducted ablation experiments using content-related

features extracted from pre-trained Automatic Speech Recognition (ASR) models and found

the proposed method has great compatibility with those features. Finally we achieved close-

to-state-of-the-art or state-of-the-art performance on DAIC-WOZ and CONVERGE datasets,

respectively, without the requirement of phoneme-level transcription.

6.2 Future Work

In the UPT study, we have shown the effectiveness of speaker-based characteristics on

depression detection. Since it has been shown that text modality, especially word lexical

choices, can also yield good detection performance [She22, GP17, LDL19], it is worth

investigating the effect of utilizing content-based characteristics discrimination at the pre-

training stage. Instead of trying to distinguish different speakers, the model can be trained to

distinguish different content spoken by the same speaker. We believe that this research will

provide better insights into how depression is characterized/manifested in different spaces

(speaker and content) and eventually leads to a robust depression detection system that can

assist with clinical screening.

In the proposed NUSD study, DepAudioNet and ECAPA-TDNN models are roughly

separated into FE and FP modules with prior knowledge. However, to generalize the technique

to other model architectures, this separation needs to be defined empirically, such as in

the Transformer-based architectures. Thus, future work will focus on exploring a more

fine-grained, data-driven variant of NUSD such that the speaker-identification loss weights
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can be determined dynamically during model training.

In the IDL and NUSD studies, we have shown that preserving some speaker-identity

information during pre-training can help with downstream depression detection tasks. Further

in the NUSD study, attenuating unnecessary speaker-information bias can also improve

detection performance and preserve patients’ privacy simultaneously. We suspected that

the depression space overlaps with speaker space. Therefore, it is worth investigating how

to combine IDL and NUSD together, such that the goal is to maintain necessary speaker

information for efficient depression diagnosis, but attenuate irrelevant speaker information

under the consideration of privacy preservation.

Finally, for the Speechformer-CTC study, CTC-labels used for the alignment task were

generated in an unsupervised way without prior knowledge. One valuable future direction

would be incorporating specific speech attributes into CTC-label generation, such as Voice-

Activity-Detection, emotional attributes or vowel/consonant regions. Additionally, the

backbone Speechformer model conducts an even merging operation at each stage. These

constant merging scales for all stages are defined through statistical analysis of speech units.

A possible future work direction would be adaptively and dynamically merging acoustic units

in a finer-grained manner depending on different vowels and consonants (fricatives, nasals,

etc.). It also would be of interest to develop a system that addresses all three issues (scarcity,

privacy, non-uniformity).cccccbngkrdiekncevvvlrcfgvuclgnngihulcbdfeec
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