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Abstract—This paper presents a framework for efficient HMM-based estimation of unreliable spectrographic speech data. It discusses the role of Hidden Markov Models (HMMs) during minimum mean-square error (MMSE) spectral reconstruction. We develop novel HMM-based reconstruction algorithms which exploit intra-channel (across-time) correlation and/or inter-channel (across-frequency) correlation. For the sake of computational efficiency, this paper utilizes approximations to HMM-based decoding methods by developing models constructed from lower resolution quantizers. State configurations for lower resolution models are obtained through a tree-structured mapping of quantizer centroids, and model parameters are adapted accordingly. HMM downsampling avoids expensive re-training of models, and eliminates unnecessary memory requirements. Explicit general formulae are presented for the adaptation of steady-state and transitional statistics. Adaptation of observation statistics are derived from stochastic models of noise spectral magnitude estimation accuracies. The proposed estimation methods are applied in combination with oracle masks, which provide an upper performance bound, as well as masks derived from speech presence probability, which represent a more realistic scenario. Both methods are shown to boost noise robust recognition accuracies significantly relative to the Mel-Frequency Cepstral Coefficient (MFCC) baseline system. Furthermore, HMM downsampling greatly reduces the complexity of the HMM-based reconstruction method while negligibly affecting results.
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I. INTRODUCTION

In real world automatic speech recognition (ASR) applications, speech signals will generally suffer degradation by acoustic noise, resulting in decreased system performance [1]. Traditionally, the problem of noise robust ASR has been approached in front end feature extraction by reducing variability due to noise while retaining important discriminative information [2],[37]. As an alternative to the previous studies, the authors of [5] explore the missing features approach to speech recognition, in which unreliable spectral components are detected and compensated for accordingly.

Missing feature (MF) algorithms for robust speech recognition can be grouped into two main approaches: marginalization and data imputation. The marginalization approach utilizes information regarding the reliability of spectral features in the back-end by deemphasizing posterior observation probabilities corresponding to unreliable features during the recognition process [6]-[8]. Similar MF-based techniques have been applied to channel mitigation for distributed speech recognition (DSR) [9]. The data imputation approach reconstructs unreliable spectral features in the front end so that recognition is based on estimated spectral information [10], [11]. Figure 1 illustrates the general overview for a noise robust ASR system based on the missing feature data imputation approach.

This paper presents a data imputation framework utilizing minimum mean-square error (MMSE) estimation of missing features for noise robust speech recognition. Hidden Markov Models (HMMs) have been extensively used in signal processing and communications due to their elegant framework which captures steady-state, transitional, and observation statistics [12]-[14]. Recently, HMMs have been successfully used to model feature trajectories during the estimation of missing data due to lost packets during the transmission of digital information [15]-[19].

In this paper, we propose an HMM-based approach for the reconstruction of spectral speech components degraded by acoustic noise. By implicitly quantizing spectrographic data, feature trajectories can be interpreted as transitioning through a HMM-defined trellis, with respect to time or with respect to frequency. The proposed method utilizes observed speech together with a local noise estimate to compute observation statistics. With the aforementioned transitional and observation information, the proposed HMM-based missing data algorithm uses the traditional forward-backward algorithm [12] to obtain optimal spectral estimates in the MMSE sense. This paper presents separate reconstruction methods which exploit intra-channel correlation, inter-channel correlation, or a combination of both.

A general downside to the use of HMMs is the induced computational load. In [25], the authors explore the use of multi-resolution models for DSR channel mitigation. We present efficient approximations to HMM-based estimation methods for the task of spectral reconstruction by means of HMM downsampling. Here, we utilize a tree-structured mapping of quantizer centroids, allowing HMMs to be downsampled, and corresponding statistical parameters to be adapted accordingly. By applying our downsampling framework instead of using predetermined multi-resolution models, we avoid expensive retraining of lower resolution models and unnecessary memory requirements. This paper provides explicit formulae for the adaptation of steady-state and transitional statistics. Adaptation of observation statistics are derived from stochastic models of noise spectral magnitude estimation accuracies. The proposed
model downsampling method is shown to greatly reduce the required complexity of missing feature estimation while negligibly affecting recognition results. We have previously applied the downsampled HMM framework with success to error concealment in remote speech recognition [19].

A major component of missing feature approaches for robust speech recognition systems is mask estimation, which detects the spectral location of reliable features. Many missing feature studies include results based upon oracle masks, for which exact knowledge of a clean version of the input speech signal is known. Knowledge of oracle masks provides an upper performance bound for data imputation techniques [5], [10], [11]. However, in order to convey realistic results, mask estimation must be performed. In [24] and [26], the authors present mask estimation techniques which train each frequency band separately as a Bayesian classifier, based on a variety of features. In this paper, we develop spectral masks based on speech presence probability (SPP) [27], in which the probability of active speech is based upon the statistical distribution of speech and noise spectral magnitudes. Note that optimization of spectral masks is beyond the scope of this paper: we provide SPP masks as an illustrative example.

This paper is structured as follows. In Section II, we present a framework for HMM-based estimation of missing spectrographic data. Specifically, we present separate techniques to exploit inter-channel correlation, intra-channel correlation, or a combination of both. In Section III, we present a method for HMM-downsampling for efficient estimation, and discuss the resulting reduction in complexity. Mask estimation is discussed in Section IV. Experimental results are presented in Section V, followed by a summary and conclusion in Section VI.

II. RECONSTRUCTION OF MISSING SPECTRAL FEATURES

Missing feature approaches to robust speech recognition have been proven successful in difficult acoustic environments [5]. In this section, we present HMM-based estimation methods for missing spectrographic data.

A. The Role of HMMs in Spectral Reconstruction

After short-time analysis, the observed magnitude spectro-temporal representation of a speech signal can be expressed as \( x_m(n) \), where \( m \) denotes frequency channel index and \( n \) denotes discrete time. The underlying clean speech and noise magnitudes are denoted by \( s_m(n) \) and \( d_m(n) \), respectively.

Note that the missing feature estimation algorithms presented in this study are robust to the exact spectro-temporal representation used. For example, common analysis methods used for automatic speech recognition (ASR) include the short-time Fourier Transform (STFT), the Mel-Filtered STFT, and short-time Linear Prediction Coefficients [14]. For illustrative purposes, this study will focus on the Mel-Filtered STFT.

A common method to model data trajectories is with an HMM [15]-[19]. Due to the discrete nature of HMM states, features must be quantized, at least implicitly, prior to the estimation process. Note that when used in this study, the term quantizer is used slightly differently than in the traditional sense, such as in source coding. The aim of quantization in our work is not data compression, but rather to designate to each decoded feature element a corresponding HMM state.

Let the quantizer of channel \( m \) be represented by the set of scalar-valued centroids \( \{ c_m^1, c_m^2, \ldots, c_m^N \} \). Channel-specific quantizers can be designed based on empirical data using clustering techniques such as the K-means algorithm [32]. In this study, quantizers were trained on clean data from the Aurora-2 database.

Let the quantization of the clean spectro-temporal feature \( s_m(n) \) be performed by minimizing Euclidean distance:

\[
q_m(s_m(n)) = c_m^i, \quad \text{where} \quad i = \arg\min \| s_m(n) - c_m^i \|^2. \tag{1}
\]

Furthermore, we define the set \( \{ z_m^0, z_m^1, z_m^2, \ldots, z_m^{N,N+1} \} \) as boundaries between centroids such that the region in feature space confined by \( z_m^{i-1,i} \) and \( z_m^{i+1,i} \) can be interpreted as the cell corresponding to \( c_m^i \). Boundary values are determined as:

\[
z_m^{i,i+1} = \begin{cases} 
\frac{1}{2} (c_m^i + c_m^{i+1}), & \text{if } 0 < i < N, \\
0, & \text{if } i = 0, \\
\infty, & \text{if } i = N. 
\end{cases} \tag{2}
\]

In order to apply estimation methods, separate HMMs are constructed for each channel-specific quantizer to model feature trajectories. Let the HMM applied to the output signal from channel \( m \) be referred to as \( \Lambda_m=(A_m,B_m,\pi_m) \), where \( A_m \) provides transitional statistics, \( B_m \) provides observation statistics, and \( \pi_m \) provides steady-state statistics [12]. The steady-state probabilities of \( \Lambda_m \) can be determined empirically from training data as:

\[
\pi_m^i = \frac{\text{no. of samples quantized to centroid } c_m^i(n)}{\text{total no. of samples}}. \tag{3}
\]

The transitional probabilities of \( \Lambda_m \) can similarly be determined from training data as:

\[
a_m^{ij} = \frac{\text{no. of samples transitioning from } c_m^i(n) \text{ to } c_m^j(n+1)}{\text{no. of samples quantized to } c_m^i(n)} \tag{4}
\]

In this study, steady-state and transitional statistics were obtained from Aurora-2 clean training data.

Figure 2 shows example graphical versions of transitional probability matrices obtained empirically from the clean training data in the Aurora-2 database [21]. For illustrative purposes, log-probabilities are shown. As can be observed, there
exist strong diagonal trends in the transitional probability matrices. These diagonal trends correspond to low-entropy signals, and such statistical patterns further motivate the use of transitional probabilities during the estimation process.

The observation statistic \( b_i^m (x_m (n)) \) represents the probability that the underlying clean speech component \( s_m (n) \), corresponding to centroid \( c_i^m \), is observed as the noisy feature \( x_m (n) \):

\[
b_i^m (x_m (n)) = p(x_m (n) | c_i^m).
\]

(5)

Steady-state and transitional statistics are described by discrete distributions due to the discrete configuration of underlying signal models. Observation statistics, on the other hand, are continuous distributions, since they incorporate the reliability of noise magnitude estimation.

The proposed algorithm builds upon an initial estimate of clean underlying speech spectrum. While more complex estimators can be utilized, we assume a simple initial spectral approximation which utilizes magnitude spectral subtraction (MSS) [33]:

\[
\hat{s}_m (n) = x_m (n) - \hat{d}_m (x_m (n)),
\]

(6)

where \( \hat{d}_m (x_m (n)) \) represents a local estimate of the noise spectral magnitude. It is assumed that the estimate \( \hat{d}_m (x_m (n)) \) is obtained with a certain level of accuracy, such that the actual hidden noise process, \( d_m (n) \), can be expressed as:

\[
d_m (n) = \hat{d}_m (x_m (n)) + \varepsilon_m (n),
\]

(7)

where \( \varepsilon_m (n) \) is the estimation error. We model \( \varepsilon_m(n) \) as a stationary zero-mean Gaussian process with standard deviation \( \sigma_e \). By assuming \( \varepsilon_m (n) \) to be zero-mean, we imply that the noise estimation technique utilized does not produce bias. However, if noise estimation is known to produce bias, this can be addressed by shifting the mean of \( \varepsilon_m (n) \).

Note that \( \sigma_e \) is related to the accuracy of the noise estimation process. For example, if \( \hat{d}_m (x_m (n)) \) can be determined exactly, then \( \sigma_e = 0 \); conversely as the noise estimation process becomes less accurate, \( \sigma_e \) increases. It therefore follows intuitively that the standard deviation of the noise estimation process should be related to the magnitude of the estimated noise. In this study, we use the rough approximation:

\[
\sigma_e = \kappa \hat{d}_m (x_m (n)),
\]

(8)

where \( \kappa \) was empirically set to 0.6.

Assuming a Gaussian distribution for the estimation error of the noise spectral magnitude, the observation probability distribution is given by:

\[
b_i^m (x_m (n)) = \frac{1}{\sqrt{2\pi \sigma_e^2}} e^{-\frac{(x_m (n) - \hat{d}_m (x_m (n)))^2}{2\sigma_e^2}} dr,
\]

(9)

where \( \sigma_e \) is approximated by Equation 8. It is important to note that the methods described for obtaining the relationship in Equation 8 should not be considered the matched-case or stereo-training scenario, as in [35], which requires extensive corresponding clean and noisy speech databases. Instead, Equation 8 is a rough approximation involving a single parameter which is used to adapt the system to large variations in component-specific input SNR. More advanced relationships between \( \sigma_e \) and \( \hat{d}_m (x_m (n)) \) can be developed, and may be expected to result in more accurate observation probabilities.

B. HMM-Based Estimation Methods

Once underlying signal sources have been modeled by the set \( \{ \Lambda_1, \ldots, \Lambda_M \} \), unreliable spectrographic data can be approximated by means of HMM-based estimation. In this section, we present HMM-based spectral reconstruction methods which exploit intra-channel correlation, inter-channel correlation, or a combination of both.

1) Utilizing Correlation Across Time: The forward-backward algorithm provides an accurate algorithm for estimating missing or ambiguous data within an HMM framework [15],[16]. The FB algorithm determines the MMSE spectral estimate \( \hat{s}_m (n) \) given the first and last reliable features at temporal indices \( n - n_1 \) and \( n + n_2 \), and given the series of observations \( x_m (n - n_1), \ldots, x_m (n + n_2) \). Figure 3 provides an illustrative example of the missing feature problem formulation.

The estimate of component \( s_m (n) \), using the FB algorithm and exploiting intra-channel correlation, is determined as [12]:

\[
\hat{s}_m (n) = \sum_{i=1}^{N} c_i^m \gamma_{i,m}^T (n),
\]

(10)

where:

\[
\gamma_{i,m}^T (n) = \frac{\alpha_i^m (n) \beta_i^m (n)}{\sum_{i=1}^{N} \alpha_i^m (n) \beta_i^m (n)}.
\]

(11)
The set of values $\gamma_{T,m}^i(n)$ represents the conditional distribution of $q_m(s_m(n))$, conditioned on the first and last reliable features, as well as on past and future noisy observations:

$$\gamma_{T,m}^i(n) = P(c_m^i|x_m(n-n_1), \ldots, x_m(n+n_2)).$$ (12)

Note that the subscript $T$ denotes the application of HMM-based decoding across time. The values $\alpha^i_m(n)$ and $\beta^i_m(n)$, known as the forward and backward variables, respectively, can be determined recursively as:

$$\alpha^i_m(n) = \sum_{j=1}^{N} a_{ij}^m \alpha^j_m(n-1) b^m_k(x_m(n)),$$ (13)

$$\beta^i_m(n) = \sum_{j=1}^{N} a^m_{ij} \beta^j_m(n+1) b^m_j(x_m(n+1)).$$

The forward variable conveys the probability of a given centroid conditioned on past and present observations, whereas the backward variable conveys the probability of a given centroid conditioned on future observations:

$$\alpha^i_m(n) = P(c_m^i|x_{n-n_1}, \ldots, x_n)$$

$$\beta^i_m(n) = P(c_m^i|x_{n+1}, \ldots, x_{n+n_2}).$$ (14)

The forward and backward variables at the last and first reliable feature vectors are known as:

$$\alpha^i_m(n-n_1) = \begin{cases} 1, & \text{if } q_m(s_m(n-n_1)) = c^i_m \\ 0, & \text{else} \end{cases}$$ (15)

and:

$$\beta^i_m(n+n_2) = \begin{cases} 1, & \text{if } q_m(s_m(n+n_2)) = c^i_m \\ 0, & \text{else} \end{cases}.$$ (16)

The HMM-based spectral reconstruction method utilizing intra-channel (across-time) correlation is referred to as $\text{FB}_T$.

2) Utilizing Correlation Across Frequency Channels: In many missing data scenarios, such as speech communication and remote speech recognition, unreliable data is a result of corrupt bits or dropped packets [15]-[19], and thus utilizing correlation along the frequency axis is not applicable. In the current study, however, this is not the case, and we wish to exploit the strong inter-channel correlation present within speech during spectrogram reconstruction. It is interesting to note that [11] previously utilized inter-channel correlation by employing a full covariance Gaussian mixture model during imputation of missing spectro-temporal components of speech. When performing estimation along the frequency axis, the stationarity assumed by the transitional statistics of $\alpha^m_{ij}$ does not hold. It is therefore necessary to introduce the probabilities:

$$P_{k:l}^{i+j} = \begin{cases} P(q_k(s_k(n)) = c^i_k|q_l(s_l(n)) = c^j_l), & \text{for } |k-l| = 1, \\ 0, & \text{else} \end{cases}.$$ (17)

which define the inter-channel transitional statistics of spectrographic data. That is, $P_{k:l}^{i+j}$ represents the probability that the spectrographic feature in channel $k$ corresponds to centroid $i$, given that the spectrographic feature in channel $l$ is quantized to centroid $j$. Note that since HMM-based processing assumes a 1st order signal model, then $|k-l|=1$ must hold. The probability $P_{k:l}^{i+j}$ can be determined from training data as:

$$P_{k:l}^{i+j} = \frac{\text{no. of samples transitioning from } c^i_k (n) \text{ to } c^j_l (n)}{\text{no. of samples quantized to } c^i_k (n)}.$$ (18)

Modified forward and backward variables can be expressed for the estimation of missing data along the frequency axis:

$$\delta^i_m(n) = \sum_{j=1}^{N} P_{m:m-1}^{i+j} \beta^i_{m-1}(n) b^m_j(x_m(n)),$$ (19)

$$\epsilon^i_m(n) = \sum_{j=1}^{N} P_{m:m+1}^{i+j} \alpha^i_{m+1}(n) b^{m+1}_j(x_{m+1}(n)).$$ (20)

Note that $\delta^i_m(n)$ and $\epsilon^i_m(n)$ are determined similarly to the forward and backward variables expressed in Eq. (13), with the exception that the stationary transitional probability $a^m_{ij}$ is replaced by $P_{k:l}^{i+j}$. $\delta^i_m(n)$ and $\epsilon^i_m(n)$ each represents a distribution of $q_m(s_m(n))$ conditioned on different subsets of inter-channel observations:

$$\delta^i_m(n) = P(c^i_m|x_{m-m_1}, \ldots, x_n),$$

$$\epsilon^i_m(n) = P(c^i_m|x_{m+m_2}, \ldots, x_{m+m_2}).$$ (21)

Here, $m-m_1$ and $m+m_2$ denote the channel indices of the first and last reliable components within the current feature vector. In this application, referred to as $\text{FB}_F$, $\gamma_{F,m}^i(n)$ represents the distribution of $q_m(s_m(n))$ conditioned on reliable components and noisy observations from the feature vector at time index $n$:

$$\gamma_{F,m}^i(n) = P(c^i_m|x_{m-m_1}, \ldots, x_{m+m_2}).$$ (22)
The corresponding expression for determining $\gamma_{2D,m}^i(n)$ is given by:

$$
\gamma_{2D,m}^i(n) = \frac{\delta_{m}^i(n) \epsilon_{m}^i(n)}{\sum_{j=1}^{N} \delta_{m}^j(n) \epsilon_{m}^j(n)}.
$$

(23)

The forward and backward variables for inter-channel estimation are known at the last and first reliable spectral components as:

$$
\delta_{m-m_1}^i(n) = \begin{cases} 
1, & \text{if } q_{m-m_1}(s_{m-m_1}(n)) = \epsilon_{m-m_1}^i(n) \\
0, & \text{else}
\end{cases}
$$

and:

$$
\epsilon_{m+m_2}^i(n) = \begin{cases} 
1, & \text{if } q_{m+m_2}(s_{m+m_2}(n)) = \epsilon_{m+m_2}^i(n) \\
0, & \text{else}
\end{cases}
$$

(24)

3) Utilizing Correlation Across Time and Across Frequency Channels: We additionally propose the estimation of unreliable spectral components utilizing statistics along both the time and frequency axes, referred to as FB2D. In this scenario, $\gamma_{2D,m}^i(n)$ is the distribution of $x_m(n)$ conditioned on data contained in both channel $i$ and feature vector $f(n)$:

$$
\gamma_{2D,m}^i(n) = P(\epsilon_m^i|x_m(n-n_1),\ldots,x_m(n+n_2))
\times P(\epsilon_m^i|x_m(n-m_1),\ldots,x_m(n+m_2))
$$

(26)

Equation 26 leads to the conditional probabilities $\gamma_{2D,m}^i(n)$ being expressed as:

$$
\gamma_{2D,m}^i(n) = \gamma_{T,m}^i(n) \gamma_{F,m}^i(n)
\times \frac{\alpha_{m}^i(n) \beta_{m}^i(n) \delta_{m}^i(n) \epsilon_{m}^i(n)}{\sum_{j=1}^{N} \alpha_{m}^j(n) \beta_{m}^j(n) \sum_{k=1}^{N} \delta_{m}^k(n) \epsilon_{m}^k(n)}.
$$

(27)

For the conditional distributions given by Equations 23 and 27, the corresponding estimates $\hat{s}_m(n)$ are determined similarly to Equation 10.

III. EFFICIENT APPROXIMATION OF HMM-BASED ESTIMATION TECHNIQUES

A. Downsampling of Statistical Models

A well-known downside to HMM-based processing is the induced computational load. For large codebooks (large $N$), the required complexity may cause HMM-based algorithms to be infeasible for resource constrained or delay-sensitive applications. We propose a framework for efficient HMM-based missing feature estimation based on downsampling of underlying statistical models, which we previously presented in [19] and [20]. Instead of using the original quantizer centroids to construct signal models, we use quantizers with less resolution to build statistical models. We implement a tree-structure mapping of centroids to allow downsampling of the discrete HMMs by factors of 2, with $N=2^R$. One could train a higher resolution quantizer, but test with various lower resolution systems without explicit retraining. By using the model downsampling framework, the system has access to multiple resolutions of HMM-based processing while only retaining one model in memory. This is especially important for distributed and/or resource-constrained applications.

In general, let a $R$-bit quantizer for channel $m$ be comprised of centroids $\{c_{m}^{R,1}, c_{m}^{R,2}, \ldots, c_{m}^{R,sR}\}$. (Note that typically the original quantizer is allocated up to $8$ bits [15]-[17].) Similarly, the multi-resolution quantizations of clean speech are denoted by:

$$
q_m^R(s_m(n)) = c_{m}^{R,i}, \text{ where } i = \arg \min_j \|s_m(n) - c_{m}^{R,j}\|^2.
$$

(28)

Using tree-structure quantization, centroids can be mapped according to:

$$
c_{m}^{R,i} \rightarrow c_{m}^{R,j}, \text{ for } 1 \leq R < 8, \text{ where } j = \left\lfloor \frac{i}{2^{R-1}} \right\rfloor.
$$

(29)

In Eq. 29, neighboring centroids are simply grouped in pairs as $R$ decreases. In this manner, centroids can easily be regrouped as clusters without requiring expensive retraining of quantization codebook. Centroid boundaries, $z_{(i,i+1),R}$, are adapted similarly. Although the proposed framework is robust to the resolution chosen for $\tau$, we will set $\tau=8$ for further derivations.

B. Adaptation of Statistical Parameters

The signal model, now referred to as $\Lambda_m^R$, has statistical parameters $A_m^R, B_m^R, \pi_m^R$. The steady-state and transitional statistics can be approximated according to:

$$
\pi_{m,R}^i = \sum_{k=0}^{2^{R-1}-1} \pi_{m,8}^i(2^{R-1}n_{i+k}),
$$

(30)

and:

$$
a_{m,R}^{i,j} = \frac{1}{2^{2R}} \left[ \sum_{k=0}^{2^{R-1}-1} \pi_{m,8}^i(2^{R-1}n_{i+k}) \sum_{l=0}^{2^{R-1}-1} \pi_{m,8}^j(2^{R-1}n_{i+l}) \sum_{k=0}^{2^{R-1}-1} a_{m,8}^i(2^{R-1}n_{i+k},2^{R-1}n_{j+l}) \right].
$$

(31)

However, when quantizers are designed to minimize expected distortion, as is done in the current algorithm, the steady-state probabilities of quantizer centroids can be expected to be close to uniform. In this case, the formula in Equation 31 can be efficiently approximated as:

$$
a_{m,R}^{i,j} = \frac{1}{2^{2R}} \left[ \sum_{k=0}^{2^{R-1}-1} \sum_{l=0}^{2^{R-1}-1} a_{m,8}^i(2^{R-1}n_{i+k},2^{R-1}n_{j+l}) \right].
$$

(32)

During estimation of spectral components degraded by acoustic noise, the observation statistics $b_{m}^{i,n} (x_m (n))$ correspond to the probability that a clean spectral value belonging to centroid $c_m^i$ is corrupted by additive noise and observed
as \( x_m(n) \). Hence, observation probability distributions of downsampling models are:

\[
b_{i}^{m,R}(x_m(n)) = p(x_m(n) | c_{i}^{m,R}) \tag{33}
\]

**C. Approximated HMM-Based Estimation**

The HMM-based estimation techniques discussed in Section II-B can be applied to the downsampling statistical framework developed in Section III. The estimate of component \( x_m(n) \) using the approximation of the FB\(_F\) algorithm with \( R \) bits of resolution becomes:

\[
\hat{s}_m^{R}(n) = \sum_{i=1}^{2^{R}} c_{m,i}^{R} s_{i}^{m,R}(n), \tag{34}
\]

where:

\[
\gamma_{T,m}^{R,i}(n) = \frac{\alpha_{m}^{R,i}(n) \beta_{m}^{R,i}(n)}{\sum_{j=1}^{2^{R}} \alpha_{m}^{R,j} \beta_{m}^{R,j}(n) \gamma_{T}^{R,j}(n)}. \tag{35}
\]

The values \( \alpha_{m}^{R,i}(n) \) and \( \beta_{m}^{R,i}(n) \) can be determined recursively as:

\[
\alpha_{m}^{R,i}(n) = \sum_{j=1}^{2^{R}} a_{ij}^{R,m} \alpha_{m}^{R,j}(n-1) b_{i}^{m,R}(x_m(n)), \tag{36}
\]

\[
\beta_{m}^{R,i}(n) = \sum_{j=1}^{2^{R}} a_{ij}^{R,m} \beta_{m}^{R,j}(n+1) b_{j}^{m,R}(x_m(n+1)). \tag{37}
\]

Similarly, \( x_m(n) \) can be estimated using the FB\(_F\) algorithm with \( R \) bits of resolution via Equation 34, where:

\[
\gamma_{F,m}^{R,i}(n) = \frac{\delta_{m}^{R,i}(n) \epsilon_{m}^{R,i}(n)}{\sum_{j=1}^{2^{R}} \delta_{m}^{R,j}(n) \epsilon_{m}^{R,j}(n)}. \tag{38}
\]

In this case, the forward and backward variables are determined as:

\[
\delta_{m}^{R,i}(n) = \sum_{j=1}^{N} P_{m,j}^{R,i} \delta_{m+1}^{R,j}(n) b_{i}^{m,R}(x_m(n)), \tag{39}
\]

\[
\epsilon_{m}^{R,i}(n) = \sum_{j=1}^{N} P_{m,j}^{R,i} \epsilon_{m+1}^{R,j}(n) b_{j}^{m,R}(x_m(n+1)). \tag{40}
\]

Finally, the FB\(_{2D}\) algorithm estimates \( x_m(n) \) via Equation 34, where:

\[
\gamma_{2D,m}^{R,i}(n) = \gamma_{T,m}^{R,i}(n) \gamma_{F,m}^{R,i}(n) \tag{41}
\]

\[
= \frac{\epsilon_{m}^{R,i}(n) \beta_{m}^{R,i}(n) \delta_{m}^{R,i}(n) \epsilon_{m}^{R,i}(n)}{\sum_{j=1}^{2^{R}} \alpha_{m}^{R,j} \beta_{m}^{R,j}(n) \sum_{k=1}^{N} \delta_{m}^{R,k}(n) \epsilon_{m}^{R,k}(n)}. \tag{41}
\]

Thus, HMM-based spectral reconstruction can be performed efficiently utilizing lower resolution statistical models, without expensive retraining or unnecessary memory requirements.

---

**D. Performance and Complexity Analysis**

The efficient HMM-based estimation techniques developed in Section III can intuitively be expected to degrade ASR performance as the resolution of underlying signal models is reduced. In this section, we examine the extent to which this performance degradation occurs, and the possible reductions in computational complexity. Figure 4 illustrates the effect of model downsampling on word accuracy. Here, SPP-based masks were used (see Section IV for details) in series with the FB\(_F\) spectral reconstruction method, at various model resolutions. The system was tested on the Aurora database [21], specifically the subset corrupted with vehicular noise.

![Fig. 4. The Effect of Model Downsampling on ASR Performance: Speech Presence Probability (SPP) Masks (see Section IV) were Used in Series with the FB\(_F\) algorithm, at various signal SNRs, and for various model resolutions. The system was tested on the Aurora database [21], specifically the subset corrupted with vehicular noise.](image-url)
complexity analysis of Table I, it can be concluded that the optimal tradeoff between recognition accuracy and induced computational load is obtained at a resolution of $R=3$. At this resolution, performance is affected negligibly relative to the standard 8-bit model system, at least for the Aurora-2 database. However, in terms of operations required, the complexity is reduced by a factor of over 800, and in terms of processing time, the complexity is reduced by a factor of over 130.

The analysis provided in this section regarding model downsampling hints at the robustness of the recognizer to small changes in feature values. That is, the recognizer seems not to react to minor variability in features obtained from reconstructed spectrographic data at various resolutions. Instead, it appears that the general spectral shape of estimated data determines recognizer output.

### IV. Mask Estimation

A major component of missing feature approaches for robust speech recognition systems is mask estimation, which detects the spectral location of unreliable features. Optimization of spectral masks lies outside of the scope of this paper. However, in this section, we discuss oracle masks and present masks based on speech presence probability (SPP), which are used in combination with the proposed missing feature techniques to illustrate their effectiveness.

#### A. Oracle Masks

Previous studies involving missing feature approaches to speech recognition have included results based on oracle masks [5]-[11]. Oracle masks assume exact knowledge of the clean version of the input speech signal, and therefore provide an upper performance bound for missing feature techniques. Furthermore, they provide a method of grading the success of a missing feature algorithm that is independent of the mask estimation method used.

Let $x_m(n)$ be spectrographic data from an observed noisy speech signal. Let $x_m(n)$ be the spectrographic representation of the corresponding clean version, which represents oracle information. An oracle mask, $M_{ORC}$, can be determined as a simple SNR comparison:

$$
M_{ORC}(m, n) = \begin{cases} 
1, & \text{if } 20 \log \left( \frac{x_m(n)}{\sigma^2_{N,m}(n)} \right) > \zeta_{ORC} \\
0, & \text{else}
\end{cases}
$$

(42)

where $\zeta_{ORC}$ is a predetermined cut-off. In this study, $\zeta_{ORC}$ was optimized empirically to 0 dB. The oracle mask was post-processed by a 2-dimensional median filter [34] with the goal of retaining salient reliable segments, and of reducing false detection.

#### B. Spectral Masks Based on Speech Presence Probability

When implementing noise robust automatic recognition systems utilizing missing feature analysis, mask estimation is a key component, since in reality one cannot assume oracle information. Previous work has developed mask estimation techniques based on spectral subtraction and SNR criteria [29]. Other studies have derived mask estimation techniques which train frequency channels separately as individual binary classifiers, based on a variety of suitable features [24], [26]. In this section, we develop spectral masks based speech presence probability (SPP), which utilize statistical distributions of speech and noise spectral magnitudes. Similar approaches have been described in [27] and [30] for the task of speech enhancement, but to the extent of the authors’ knowledge, have not been applied to missing feature-based ASR.

During the mask estimation process, we have access to the observed spectrographic data, $x_m(n)$, as well as an estimate of the spectral noise floor, $d_m(x_m(n))$. It is reported in [22] and [31] that smoothing of observed spectrographic data with respect to time improves the accuracy of noise estimation by suppressing high frequency components of feature trajectories, which are characteristic of noise. We therefore smooth the observed data using a 2-point running average.

In deriving SPP-based masks, we assume that in time, speech is observed from a two-state information source. The first state, $H_0$, corresponds to inactive speech, for which only noise is observed. The second state, $H_1$, corresponds to an active speech state, for which both speech and noise are observed.

Let $\rho_m(n)$ represent the a posteriori SNR, and be defined as:

$$
\rho_m(n) = \frac{x_m^2(n)}{\sigma^2_{N,m}(n)},
$$

(43)

where $\sigma^2_{N,m}(n)$ is the channel-specific variance of the noise. Let $\xi_m(n)$ denote the a priori SNR, which in this study is approximated by the ML estimate [38]:

$$
\xi_m(n) = \frac{\max \left( x_m^2(n) - \sigma^2_{N,m}(n) , 0 \right) }{\sigma^2_{N,m}(n)} = \max \left( \rho_m(n) - 1, 0 \right).
$$

(44)

In this study, second-order noise statistics were approximated simply as:

$$
\sigma^2_{N,m}(n) \approx d_m^2(x_m(n)).
$$

(45)
In determining a spectral mask, we are interested in calculating the value $P(H_1 | \rho_m (n))$, since it represents the probability of the corresponding spectral location being in the active speech state given the current observed signal. If speech and noise spectral components are modeled as independent Gaussian processes, a Bayesian approach results in [38],[27]:

$$P(H_1 | \rho_m (n)) = \frac{\Phi_m (n)}{1 + \Phi_m (n)}, \quad (46)$$

where the Generalized Likelihood Ratio (GLR) is given by:

$$\Phi_m (n) = \frac{P(H_1)}{P(H_0)} \frac{1}{1 + \xi_m (n)} e^{-\xi_m (n)}. \quad (47)$$

In the above equation, the steady-state probabilities $P(H_0)$ and $P(H_1)$ can be trained from empirical data.

The previous derivation was performed on spectrographic data in the linear frequency scale. However, SPP-based masks can be transformed from the linear frequency scale to the Mel-filtered scale via multiplication with the matrix $W(m,i)$, a linearization of the Mel-filtering process [36].

According to Equation 46, the mask estimation method based on speech presence probability (SPP) returns a soft-decision value for each spectral location. However, the current task of missing feature reconstruction requires a binary mask. We therefore set a hard probability threshold, $\zeta_{SPP}$, and determine the Mel-scale binary SPP-based mask accordingly:

$$M_{SPP} (m, n) = \begin{cases} 1, & \text{if } \sum_i W(m,i) P(H_1 | \rho_i (n)) > \zeta_{SPP} \\ 0, & \text{else} \end{cases} \quad (48)$$

In this study $\zeta_{SPP}$ was empirically optimized to 0.4. Finally, the mask was post-processed by a 2-dimensional median filter. Figure 5 provides an overview of the mask estimation process for SPP-based masks.

Figure 6 illustrates examples of the SPP-based discussed mask estimation techniques. Panel a illustrates the Mel-Filtered spectrogram of a clean signal (“one two three seven four three”). Panel b represents the oracle mask of the corresponding signal at a noise level of 0 dB. Panel c represents the SPP-based mask for the corresponding noisy signal. The given utterances were from the Aurora-2 database [21].

V. Experimental Results

The overall noise robust recognition system featuring spectral reconstruction was tested on the Aurora-2 database [21]. The proposed framework was trained using a model with resolution of $R=8$, but was tested with a downsampled model with $R=3$. This resolution was empirically shown in Section III-D to be the optimal tradeoff between performance and complexity for the given database. The baseline front-end extracted 39-dimensional MFCC vectors, including 1st and 2nd derivatives. 16-state, 3-mixture word models were used during recognition. The system was trained on clean data and tested on four environmental condition sets, including subway noise, babble, vehicular noise, and exhibition hall noise. In each case, the proposed spectral reconstruction algorithms were applied in the Mel-filtered spectral domain. Note that for efficiency, spectral reconstruction was only applied to those frames wherein active speech components were discovered during the mask estimation process, implicitly applying voice activity detection (VAD). Inactive frames were set to a spectral floor equal to $0.15x_m (n)$, similar to noise flooring described in [37].

A. Recognition with Oracle Masks

Table II provides word-accuracy results for the proposed missing feature methods, when combined with oracle masks. The baseline, denoted as “none”, performs recognition on unprocessed speech signals. Note that when oracle information is present, the derived noise robust ASR system suffers little degradation as noise levels increase.

It can be observed in Table II that exploiting inter-channel correlation provides better noise robust recognition than exploiting intra-channel correlation alone. On average, the $\text{FB}_2$ and $\text{FB}_{2D}$ algorithms provide the best results for the given database.

The use of oracle information in missing feature-based ASR provides an upper performance bound for a particular MF technique. If mask estimation methods used in this study are improved to better differentiate between reliable and unreliable spectrographic components, the overall recognition performance can be expected to approach the upper bound provided by Table II. The optimization of binary reliability masks, however, lies beyond the scope of this paper, and we offer SPP-based masks as an illustrative example.

Besides providing an upper performance bound, oracle masks allow decoupling of the mask estimation and data imputation components of missing feature systems. As in [8], we compare the proposed spectral reconstruction technique in the oracle mask case with data imputation based on spectral subtraction [33]. Spectral subtraction imputation is defined as:

$$\hat{s}_m (n) = \begin{cases} x_m (n), & \text{if } x_m (n) \text{ is deemed reliable} \\ \frac{x_m (n) - \hat{d}_m (x_m (n))}{1/\tau}, & \text{else} \end{cases} \quad (49)$$
method greatly outperforms the baseline techniques. Also, and reconstruction algorithm in the oracle mask case. Included for 7 provides word-accuracies for the proposed oracle mask of the corresponding signal at a noise level of 0 dB SNR. Panel e represents the SSP-based mask for the corresponding noisy signal. The given utterances were from the Aurora-2 database [21], and were corrupted by vehicular noise.

Here, \( \tau \) is a user-defined parameter. Note that \( \tau=2 \) is equivalent to power spectral subtraction (PSS), and \( \tau=1 \) is equivalent to magnitude spectral subtraction (MSS). Figure 7 provides word-accuracies for the proposed \( \text{FB}_F \) spectral reconstruction algorithm in the oracle mask case. Included for comparison are spectral subtraction-based imputation for \( \tau=1 \) and \( \tau=2 \). It can be observed from Figure 7 that the proposed method greatly outperforms the baseline techniques. Also, note that the proposed algorithm was initialized with the MSS estimate (Section II-A). Thus, the increase in performance relative to SS with \( \tau=1 \) can be attributed directly to HMM-based reconstruction techniques.

### B. Sensitivity Analysis for \( \kappa \)

In Section II-A, we introduce a simple linear approximation of \( \sigma_c \), the standard deviation of noise estimation error, as a function of estimated noise magnitude, \( \hat{d}_m \). The parameter \( \sigma_c \) is important to the spectral reconstruction process since it is required during the calculation of observation statistics (Eq. 33). In Section II-A we used a small amount of noise data to set the constant \( \kappa \) to 0.6. In this section we provide sensitivity analysis of \( \kappa \), and show that the exact value of this parameter is not important with respect to word-accuracy rate, and therefore extensive training is not necessary.

The proposed \( \text{FB}_F \) missing feature-based ASR system was tested on Set A of the Aurora-2 database. The system was used in series with oracle masks. The original value of \( \kappa \) was altered and the resulting effects on word-accuracy rate was observed. Table III provides sensitivity analysis results for \( \kappa \). \( \Delta \kappa \) refers
to the percent change in $\kappa$, the $W_{\text{Acc}}$ refers to the word-accuracy averaged across all noise conditions, and $\Delta W_{\text{Acc}}$ refers to the change in average word-accuracy relative to that obtained for $\Delta \kappa=0$. It can be observed in Table III that changes in $\kappa$ do not significantly effect the resulting recognition rate of the overall system, making extensive training of $\kappa$ unnecessary.

### TABLE III

<table>
<thead>
<tr>
<th>$\Delta \kappa$</th>
<th>$W_{\text{Acc}}$</th>
<th>$\Delta W_{\text{Acc}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-50.0%$</td>
<td>92.13</td>
<td>+1.24</td>
</tr>
<tr>
<td>$-20.0%$</td>
<td>91.90</td>
<td>+0.99</td>
</tr>
<tr>
<td>$-10.0%$</td>
<td>91.57</td>
<td>+0.64</td>
</tr>
<tr>
<td>$0.0%$</td>
<td>91.00</td>
<td>±0.00</td>
</tr>
<tr>
<td>$+10.0%$</td>
<td>90.37</td>
<td>-0.69</td>
</tr>
<tr>
<td>$+20.0%$</td>
<td>89.76</td>
<td>-1.36</td>
</tr>
<tr>
<td>$+30.0%$</td>
<td>89.01</td>
<td>-2.12</td>
</tr>
</tbody>
</table>

### C. Recognition with SPP Masks

Table IV provides word-accuracy results for the proposed missing feature methods, when combined with SPP-based masks. Again, “none” refers to performing recognition on unprocessed speech signals. The resolution of the underlying statistical model was again set to $R=3$. As seen in Table IV, the proposed spectral reconstruction algorithms provide greatly improved recognition results for noisy conditions, relative to the baseline system.

The proposed spectral reconstruction framework is compatible with proven noise robust post-processing techniques. To illustrate this, the $FB_{2D}$ algorithm was applied to Mel-Filtered spectrographic data and Peak Isolation was applied as a post-processing step [39]. Results were obtained on various noise conditions from the Aurora-2 database [21], and are provided in Table V, using SPP-based masks. The combination of the proposed missing feature algorithm with proven noise robust methods further improves system performance. For comparison, Table V includes comparisons with the ETSI advanced front end (AFE) [41], which is one of the most noise robust front-ends. Even without an oracle mask, the algorithm provides performance similar to the ETSI AFE.

### VI. SUMMARY AND CONCLUSIONS

In this paper, we have presented a novel HMM-based framework for estimation of unreliable spectrographic data. We utilize hidden Markov models to reconstruct corrupted spectral components based on reliable information, unreliable observations, and an underlying signal model, to improve noise robust speech recognition. We derive separate spectral reconstruction methods which exploit intra-channel (across-time) correlation, inter-channel (across-frequency) correlation, or a combination of both.

We reduce the required complexity of HMM processing by implementing downsampling statistical models. The configurations of such downsampled models are designed through the use of tree-structured quantization, and corresponding statistical parameters are adapted accordingly. This avoids expensive retraining of codebooks for various resolutions, and reduces memory requirements. One could train a high resolution model, and test using a downsampled model without the need for retraining.

We show empirically that for our specific task, a model resolution of 3 bits serves as the optimal tradeoff between

### TABLE IV

Word-Accuracy Results for HMM-Based Spectral Reconstruction Using Masks Based on Speech Presence Probability (SPP). “none” refers to unprocessed speech signals. $FB_T$ refers to estimation along the temporal axis, $FB_F$ refers to estimation along the frequency axis, and $FB_{2D}$ refers to a combination of both. Results were obtained on the Aurora-2 database [21], and at a resolution of $R=3$. Bold entries refer to the maximum results for each condition in the Average case.

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>20</th>
<th>15</th>
<th>10</th>
<th>5</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Subway Noise</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>none</td>
<td>95.40</td>
<td>90.05</td>
<td>70.74</td>
<td>40.47</td>
<td>8.60</td>
</tr>
<tr>
<td>$FB_T$</td>
<td>97.54</td>
<td>94.81</td>
<td>87.01</td>
<td>73.26</td>
<td>49.20</td>
</tr>
<tr>
<td>$FB_F$</td>
<td>97.70</td>
<td>94.96</td>
<td>87.47</td>
<td>73.93</td>
<td>50.17</td>
</tr>
<tr>
<td>$FB_{2D}$</td>
<td>97.16</td>
<td>94.72</td>
<td>81.63</td>
<td>73.20</td>
<td>47.93</td>
</tr>
<tr>
<td><strong>Babble</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>none</td>
<td>96.43</td>
<td>91.17</td>
<td>74.55</td>
<td>38.81</td>
<td>6.17</td>
</tr>
<tr>
<td>$FB_T$</td>
<td>97.55</td>
<td>95.28</td>
<td>87.74</td>
<td>71.74</td>
<td>43.92</td>
</tr>
<tr>
<td>$FB_F$</td>
<td>97.55</td>
<td>95.25</td>
<td>88.39</td>
<td>72.88</td>
<td>43.15</td>
</tr>
<tr>
<td>$FB_{2D}$</td>
<td>97.52</td>
<td>95.10</td>
<td>89.03</td>
<td>74.16</td>
<td>43.74</td>
</tr>
<tr>
<td><strong>Vehicular Noise</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>none</td>
<td>96.12</td>
<td>89.02</td>
<td>67.31</td>
<td>25.23</td>
<td>0.95</td>
</tr>
<tr>
<td>$FB_T$</td>
<td>98.12</td>
<td>96.63</td>
<td>92.81</td>
<td>81.81</td>
<td>60.96</td>
</tr>
<tr>
<td>$FB_F$</td>
<td>98.03</td>
<td>96.84</td>
<td>93.89</td>
<td>83.15</td>
<td>58.10</td>
</tr>
<tr>
<td>$FB_{2D}$</td>
<td>98.12</td>
<td>97.65</td>
<td>93.50</td>
<td>83.09</td>
<td>63.02</td>
</tr>
<tr>
<td><strong>Exhibition Hall</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>none</td>
<td>95.34</td>
<td>88.31</td>
<td>68.90</td>
<td>33.91</td>
<td>1.97</td>
</tr>
<tr>
<td>$FB_T$</td>
<td>96.47</td>
<td>94.26</td>
<td>86.36</td>
<td>66.67</td>
<td>44.62</td>
</tr>
<tr>
<td>$FB_F$</td>
<td>97.47</td>
<td>94.45</td>
<td>87.38</td>
<td>72.29</td>
<td>47.74</td>
</tr>
<tr>
<td>$FB_{2D}$</td>
<td>97.53</td>
<td>94.08</td>
<td>86.61</td>
<td>71.61</td>
<td>46.74</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>none</td>
<td>95.80</td>
<td>89.64</td>
<td>70.38</td>
<td>44.61</td>
<td>5.17</td>
</tr>
<tr>
<td>$FB_T$</td>
<td>97.66</td>
<td>95.25</td>
<td>88.48</td>
<td>74.02</td>
<td>49.73</td>
</tr>
<tr>
<td>$FB_F$</td>
<td>97.69</td>
<td>95.28</td>
<td>89.28</td>
<td>75.56</td>
<td>50.09</td>
</tr>
<tr>
<td>$FB_{2D}$</td>
<td>97.73</td>
<td>95.16</td>
<td>88.94</td>
<td>75.42</td>
<td>50.38</td>
</tr>
</tbody>
</table>

### TABLE V

Summary of Word-Accuracy Results for HMM-Based Spectral Reconstruction. Results are shown for SPP-based masks (SPP), and with Peak Isolation Post-processing (PKI) [39]. The $FB_{2D}$ algorithm was used in all cases. Results for PKI and the ETSI AFE [41] are included for comparison. Results were averaged over all noise conditions included in Set A of the Aurora-2 database [21], and were obtained using model resolution $R=3$.

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>20</th>
<th>15</th>
<th>10</th>
<th>5</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>none</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPP</td>
<td>97.69</td>
<td>95.28</td>
<td>89.28</td>
<td>75.36</td>
<td>50.09</td>
</tr>
<tr>
<td>SPP + PKI</td>
<td>97.96</td>
<td>96.17</td>
<td>91.05</td>
<td>78.88</td>
<td>53.61</td>
</tr>
<tr>
<td>PKI</td>
<td>97.81</td>
<td>95.73</td>
<td>89.32</td>
<td>78.99</td>
<td>53.32</td>
</tr>
<tr>
<td>ETSI AFE</td>
<td>98.46</td>
<td>96.90</td>
<td>92.22</td>
<td>90.13</td>
<td>51.11</td>
</tr>
</tbody>
</table>
performance and complexity. The analysis provided hints at the robustness of the recognizer to small changes in feature values. That is, the recognizer seems not to react to minor variabilities in features obtained from reconstructed spectrographic data at various resolutions. Instead, it appears that the general spectral shape of estimated data determines recognizer output.

We combine the proposed spectral reconstruction algorithms with oracle masks to provide an upper performance bound for our missing feature analysis. Additionally, we combine the proposed methods with masks based on speech presence probability (SPP), to illustrate more realistic results. Both scenarios provide impressive ASR performance relative to the MFCC baseline system.

The novelty of our work lies in the application of HMM-based MMSE reconstruction to spectral reconstruction, which includes intra-channel and inter-channel approaches. Furthermore, we present novel model downsampling methods which allow for efficient processing without the need for retraining of codebooks.
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