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Abstract
Sleepiness monitoring and prediction has many potential appli-
cations, such as being a safety feature in driver-assistance sys-
tems. In this study, we address the ComparE 2019 Continu-
ous Sleepiness task of estimating the degree of sleepiness from
voice data. The voice quality feature set was proposed to cap-
ture the acoustic characteristics related to the degree of sleepi-
ness of a speaker, and between-frame entropy was proposed as
an instantaneous measure of the speaking rate. An outlier elim-
ination on the training data using between-frame entropy en-
hanced the system robustness in all conditions. This was fol-
lowed by a regression system to predict the degree of sleepi-
ness. Utterances were represented using i-vectors computed
from voice quality features. Similar systems were also devel-
oped using mel-frequency cepstral coefficients and the Com-
ParE16 feature set. These three systems were combined using
score-level fusion. Results suggested complementarity between
these feature sets. The complete system outperformed the base-
line system which used the ComParE16 feature set. A relative
improvement of 19.5% and 5.4% was achieved on the develop-
ment and the test datasets, respectively.

Index Terms: voice quality, computational paralinguistics,
sleepiness, entropy

1. Introduction
Assessing sleepiness is crucial in monitoring the level of alert-
ness of a person in critical missions or life-threatening activities,
such as in aviation or naval missions. Speech signals can be ef-
fective to assess degree of sleepiness in such situations because
sleepiness is reflected in voice, and speech data can be collected
unobtrusively [1]. This study aims to automatically assess the
degree of sleepiness, as a participation in the Interspeech 2019
Continuous Sleepiness sub-challenge [2].

Several automatic sleepiness detection systems have been
proposed. For example, [3] applied acoustic features such as F0

contours for assessing sleepiness, and used the statistics of those
features to represent an utterance. In [4], mel-frequency cep-
stral coefficients (MFCCs) were used with the hidden Markov
model (HMM). [5] used prosodic and spectral features and sug-
gested a feature selection method to obtain the vector represen-
tation. While these systems focused on binary classification be-
tween sleepy and not sleepy, the task in the current study is to
estimate the degree of sleepiness.

When an individual is deprived of sleep and fatigued, the
resulting cognitive-physiological changes can influence voice
production. For example, sleepiness reduces the cognitive
speech planning ability and speed, which might result in slowed
speech; muscle tension decreases, which might lead to a lower
fundamental frequency (F0), lower formant frequency positions
and broader formant bandwidths. Potential acoustic changes in
speech induced by sleepiness were summarized in [6]. In that
study, it was reported that F0, and the first formant frequency

were lower for the sleepy speech than for the alert speech sam-
ple. Another study on the effects of sustained wakefulness on
speech found that various aspects of speech, including speaking
rate, F0 variation and the spectral tilt of the source spectrum
were sensitive to sleepiness [7].

In this study, two feature sets are proposed to assess sleepi-
ness: voice quality and between-frame entropy. The first feature
set was inspired by a psycho-acoustic model of voice quality
[8, 9]. This feature set effectively represented speakers’ iden-
tity [10, 11, 12, 13] and emotional/psychological state [14, 15].
This set might also be effective in representing sleepiness; in
that the acoustic features, such as F0, formant frequencies, for-
mant bandwidths, source spectral tilt, and inharmonic noise, of-
ten associated with sleepiness, overlap with this feature set. The
second feature, between-frame entropy was used as an instan-
taneous measure of speech rate which is also often associated
with sleepiness. Entropy is large when the spectral characteris-
tics vary rapidly between frames. In this sense, between-frame
entropy can be assumed to reflect instantaneous speech rate. Be-
cause it is computed at the frame level, it might provide infor-
mation about the speaking rate with high time resolution.

We used the i-vector framework [16] for utterance repre-
sentation. In this framework, each utterance is represented with
a Gaussian mixture model (GMM) representing the feature dis-
tribution within an utterance. The GMM is often adapted from
a universal background model (UBM), a statistical model for
speech sounds, usually trained on a larger data corpus. The
mean vectors of the adapted mixture model are concatenated
and decomposed to a low dimensional representation. This low
dimensional representation is called the i-vector. Because the i-
vector effectively summarizes the feature distribution of an ut-
terance, it has been widely used in various speech processing
applications, including automatic speaker verification [17].

Additionally, an outlier elimination is applied prior to train-
ing the sleepiness prediction system. It has been noted that
the effect of sleepiness on speech is highly idiosyncratic, and
speech task-specific [18, 7]. High degree of fatigue might also
result in an unexpected behavior that does not necessarily rep-
resent sleepiness. If some speech samples have considerably
different characteristics from others, they might make it diffi-
cult for the system to learn a general pattern. In this context,
detection and removal of outliers in the training dataset was ap-
plied to improve the system robustness.

The rest of the paper is organized as follows. In Section 2,
the databases used in this study are described. The proposed
acoustic features to represent sleepiness, and the sleepiness pre-
diction system are presented in Section 3 and 4, respectively.
In Section 5, the experimental results are discussed. The paper
concludes with future work in Section 6.
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2. Database
2.1. The SLEEP Corpus

For the Continuous Sleepiness Sub-Challenge, a subset of the
Duesseldorf Sleepy Language corpus collected from German
speakers was used [2]. Audio recordings were obtained with a
sampling rate of 44.1 kHz and were down-sampled to 16 kHz.
The dataset consists of both read speech and spontaneous nar-
rative speech.

Speakers reported their sleepiness on the Karolinska Sleepi-
ness Scale (KSS, [19]) with a range of 1 (extremely alert) to 9
(very sleepy). Additionally, two observers assigned post hoc
KSS ratings. The self-assessed ratings by the speakers and the
ratings from the observers were averaged to form the reference
degree of sleepiness.

2.2. Databases for Training the i-vector Extractor

Training a UBM and an i-vector extractor requires a database
containing a large amount of recordings from multiple speakers.
The NIST SRE 04, 05, 06, and 08 databases [20, 21, 22] and
the Switchboard II corpus phase 2 data [23] were used. These
databases provide more than 3,000 hours of speech samples in
multiple languages from 3,408 female and 1,832 male speakers.
The sampling rate of these recordings is 8 kHz.

3. Feature Extraction and Representation
3.1. Voice Quality Features

The voice quality feature set used in this study, denoted as
VQual, includes the fundamental frequency (F0); the first three
formant frequencies (F1, F2, F3) and their corresponding am-
plitudes (A1, A2, A3); harmonic amplitude differences (H1-
H2,H2-H4,H4-H2k) that represent spectral tilt of source spec-
trum; and cepstral peak prominence (CPP, [24]) which is a mea-
sure for inharmonic noise. Here,H1,H2,H4, andH2k indicate
the amplitudes (in dB) of first, second, fourth harmonics, and
the harmonic nearest to 2 kHz, respectively. The VQual fea-
ture set includes acoustic features that are often associated with
sleepiness. The first and the second derivatives of these features
were also used. Features were extracted using the VoiceSauce
toolkit [25].

3.2. Mel-Frequency Cepstral Coefficients

Mel-frequency cepstral coefficients (MFCCs) are widely used
acoustic features in speech processing. MFCCs were extracted
with a window size of 25 ms, a window shift of 10 ms, a pre-
emphasis filter with coefficient 0.97, and a sinusoidal lifter with
coefficient 22. A filter bank with 23 filters was applied and 13
coefficients were extracted. The first and the second derivatives
were also used.

3.3. Entropy

Between-frame entropy was calculated as described in [26].
MFCCs were obtained from the speech signal using a Hamming
window of length 25 ms and a frame shift of 2.5 ms. A 30 ms
rectangular window was applied to MFCCs and using the fea-
tures in this window, the signal’s local entropy was computed
as:

H(v) = K ln
√

2π + ln Tr(Σ), (1)

Figure 1: Scatter plot of speech rate in terms of syllables per
second vs. mean of frame level change in entropy within an
utterance in the training dataset. A line was fitted using linear
regression (R2 = 0.50, p < 0.001).

where, H(v) is the entropy of the random variable v of dimen-
sionK and Σ is theK×K covariance matrix of the probability
distribution function of the random variable v.

The spectral variability of the speech signal is represented
by entropy. Rapid information gain in the speech spectrum cor-
responds to high entropy. Hence, we expected between-frame
entropy to correlate with instantaneous speech rate. In order to
verify this hypothesis, the correlation between the number of
syllables per second, a conventional speech rate measure, and
the mean between-frame entropy within an utterance was calcu-
lated. Syllables per second were computed using a Praat script
as described in [27].

The computed speech rate was highly correlated with the
mean frame-level change in entropy for the training data, as
shown in Figure 1. The linear regression between the mean of
speech rate and the mean of entropy resulted in R2 = 0.50 and
p < 0.001. The corresponding Pearson’s correlation coefficient
was 0.71. The high correlation provides evidence to the hypoth-
esis that between-frame entropy can be used to represent speech
rate. The unexplained variance in the linear regression might be
due to the difference in information reflected in each methods.
For example, the syllables per second measure only focuses on
syllable nuclei, while the between-frame entropy changes over
all frames in an utterance.

3.4. ComParE16 Feature Set

This feature set is provided as the baseline of the Interspeech
2019 Continuous Sleepiness sub-challenge. The ComParE16
feature set [28] consists of F0, energy, spectral, cepstral and
voicing related frame-level features. Additionally, the set in-
cludes the zero crossing rate, jitter, shimmer, harmonic-to-noise
ratio (HNR), spectral harmonicity and psychoacoustic spec-
tral sharpness. These are referred to as low-level descriptors
(LLDs). The OpenSMILE toolkit was used to extract the Com-
ParE16 features [29].
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3.5. Utterance Representation

3.5.1. i-vector

i-vectors were used to represent the distribution of frame-level
acoustic features. A universal background model (UBM, [30])
with 2,048 Gaussian mixtures was trained using the SRE and
the Switchboard databases by applying the expectation maxi-
mization(EM) algorithm. Then, for each utterance, the UBM is
adapted based on the eigenvoice adaptation technique [31]. The
output of this is a 600-dimensional i-vector that is centered and
length normalized. We followed the approach described in [16]
to extract the i-vectors.

Speech signals in the SLEEP database were downsampled
to a sampling rate of 8 kHz to match the bandwidth of the train-
ing databases prior to i-vector extraction.

3.5.2. Statistics Vector

Statistics vectors were used as a baseline utterance representa-
tion that maps the contours of the acoustic features onto a fixed
dimensionality vector. Peaks, percentiles, moments, regression,
temporal and modulation functionals were computed [28]. The
OpenSmile toolkit [29] was used to compute the statistics vec-
tor.

4. Sleepiness Predictor
4.1. Implementation

As discussed in Section 1, unexpected behaviours of the speaker
or the speaking style could both introduce high degree of unde-
sired variability in the data resulting in outliers. It is well known
that outliers can cause a degradation in regression tasks [32]
which may considerably reduce system performance. To ad-
dress this issue, the training data was pre-processed to eliminate
outliers.

An elliptic envelope outlier detection approach using co-
variance estimation was used [33] in this paper. This method
assumes Gaussian data and learns an ellipse. The covariance es-
timation is expected to be robust to outliers. This algorithm uses
contamination factor to control the acceptable extent of variabil-
ity between the outliers and the inliers of the data. The contam-
ination factor is a representation of the proportion of outliers
in the data. The outlier detector used between-frame entropy
based i-vectors as features.

Support vector regression (SVR) [34] was used to model
the features in order to predict the degree of sleepiness. Since,
the feature sets used in this work have complementary informa-
tion, we built separate models for each feature set. We then per-
formed a system level fusion on the prediction scores obtained
using individual feature sets. The final prediction was a linear
combination of predictions obtained from individual features.

4.2. Experimental Setup

4.2.1. Evaluation Metric

The task in this challenge is to assess the sleepiness of a speaker
as a regression problem. Spearman’s correlation coefficient (ρ)
was used for performance evaluation [2]. Spearman’s corre-
lation coefficient was selected among various correlation mea-
sures because of the robustness of this measure. For example,
the Pearson correlation coefficient measures the strength of lin-
ear relationships between normally distributed variables [35],
but the predictions in our experiments may neither be normally
distributed nor have a linear relationship.

4.2.2. Predictor Performance with Individual Feature Sets

Four different configurations for predictors using between-
frame entropy, VQual or MFCCs were made: with vs. without
outlier elimination, and statistics vector vs. i-vector. In out-
lier elimination, 15% contamination was assumed based on a
preliminary analysis on individual system performance. The
complexity of the SVR predictor, C, was chosen from a range
of values between 10−6 and 105 so as to maximize the system
performance on the development dataset. Then, the effects of
outlier elimination and i-vector representation were analyzed to
decide system configurations for individual feature sets.

A decision upon whether the outlier elimination should be
used or not, and another decision between using the i-vector and
statistics vector representations were made by selecting the best
performing system configuration for each individual feature set.

4.2.3. Effects of System Fusion

Using the configurations decided for individual systems, the
complementary effect among different features were tested by
score level fusion. Individual systems that performed reason-
ably well (ρ > 0.2) were selected. Then, all possible com-
binations were made among selected systems along with the
baseline system which used ComParE16 and statistics vector
representation. The weights for the fusion were determined by
a grid search.

5. Experimental Results
5.1. Individual System Performance

The effectiveness of eliminating the outliers in improving the
robustness of the system was analyzed. A comparison between
the use of all of the training data vs using the training data af-
ter removing outliers is shown in Table 1. The results in terms
of Spearman’s correlation coefficient for entropy, VQual and
MFCCs are shown using both statistics vector and i-vector to
represent the utterances. The results obtained after outlier elim-
ination (ρ2) are compared against the results using all of the
training data (ρ1).

There is a consistent improvement in system performance
by eliminating outliers from the training data. For example,
when statistics vectors were used as utterance representation,
outlier elimination improved the ρ value from 0.158 to 0.192 for
MFCCs and from 0.142 to 0.178 for VQual. Similarly, in the
i-vector framework, outlier elimination improved the results for
MFCCs from 0.248 to 0.252 and for VQual from 0.201 to 0.221.
Thus, the configuration with outlier elimination was selected for
all individual systems.

Table 1: System performance on individual features for the de-
velopment set. The best performing configuration for each indi-
vidual feature set is boldfaced.

Utt. representation Feature set ρ1 ρ2

Statistics vector
entropy 0.029 0.078
VQual 0.142 0.179
MFCC 0.158 0.192

i-vector
entropy 0.126 0.131
VQual 0.201 0.221
MFCC 0.248 0.252
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The correlation between predicted degree and reference de-
gree of sleepiness notably increased when the i-vector frame-
work was used for utterance representation as compared to the
statistics vector. This was observed for every acoustic fea-
ture. For MFCCs, for instance, the performance improved from
0.158 to 0.248, a relative improvement of approximately 56%.
When VQual features were used the improvement was around
40% (from ρ = 0.142 to 0.201). Therefore, the i-vector repre-
sentation was chosen instead of statistics vector for each indi-
vidual system.

Although VQual and MFCC-based systems performed rea-
sonably well (ρ > 0.2) with the selected configuration, the
entropy-based system did not perform as well. This could po-
tentially be due to the varying effects of sleepiness on speech
rates between read and spontaneous speech. It was found that
speakers’ sleepiness was negatively correlated with speech rate
for read speech, but an opposite pattern was observed for spon-
taneous speech [7]. Unfortunately, no further analysis on the
type of speech task could be made because such metadata was
not available for the dataset used in this study.

5.2. Fused System Performance

Based on the results of the individual systems, VQual and
MFCC-based systems using the i-vector representation with an
outlier elimination prior were selected for fusion. As mentioned
earlier, the baseline system (ρ = 0.251) using ComParE16
and statistics vector was also used for fusion. Table 2 presents
the results for score fusion among the three individual systems.
Since outlier elimination provided better results, all experiments
of score fusion were done with prior elimination of outliers in
the training data.

Table 2: Results for score-level fusion on the development
dataset.

Feature sets ρ

ComParE16+VQual 0.283

ComParE16+MFCCs 0.296

MFCCs+VQual 0.265

ComParE16+MFCCs+VQual 0.300

Score fusion with VQual improved performance for all
cases. For example, when VQual was fused with ComParE16,
the ρ score increased from 0.251 for ComParE16 alone to 0.283
for the fused system (a relative improvement of 12%). Fusing
with MFCCs also improved system performance (ρ = 0.265)
when compared to the MFCC-alone system (ρ = 0.252). These
results suggest that VQual provides complementary information
about sleepiness to the MFCC and ComParE16 feature sets.

The best performance over all combinations of individ-
ual systems was when ComParE16, MFCCs and VQual fea-
tures were fused altogether, resulting in the correlation score of
0.300. Compared to the baseline system, a relative improve-
ment of 19.5% was achieved. This system was used as the com-
plete system.

5.3. Performance on the Test Dataset

Degree of sleepiness was predicted on the test dataset using
the complete system on the development dataset. For the test

Table 3: Complete system performance on the development and
the test set.

Development Test

ComParE16 (baseline) 0.251 0.314

ComParE16+MFCCs+VQual 0.300 0.331

phase, training and development datasets were combined to
train the predictor. Outlier elimination was performed on this
combined data followed by a score level fusion of individual
predictors trained using ComParE16, MFCCs and VQual fea-
ture sets. Statistics vector representation for ComParE16 and
i-vector representation for MFCCs and VQual were used.

The evaluation results of the complete system on develop-
ment and test datasets are summarized in Table 3 in comparison
to the baseline system. On the test data, the proposed system
outperformed the baseline system with an improvement of 5.4%
(ρ = 0.314 to 0.331).

6. Conclusion
This paper presents a systematic approach to estimate the
degree of sleepiness from voice data. Eliminating outliers in
the training samples prior to training the predictor provided
a substantial performance gain regardless of the acoustic
feature set and utterance representation used for the predictor.
Between-frame entropy was introduced as an instantaneous
measure of speech rate. It was used to detect outliers to
develop a robust sleepiness prediction system. The i-vector
framework effectively represented the feature distribution of an
utterance. This is reflective in the improvement of the system
performance over the baseline utterance representation using
acoustic feature statistics. Voice quality features improved
system performance when fused with any system based on
other features, suggesting a complementary effect between
features sets. The complete system, a fusion of individual
systems based on VQual, MFCCs, and ComParE16 features,
outperformed the baseline system both on the development and
test datasets.

Although the proposed system in this paper outperformed
the baseline system, there is room for improvement. For ex-
ample, the UBM and i-vector extractor can be trained with a
German speech database for a more reliable utterance repre-
sentation. Using i-vector representation for ComParE16 might
provide further performance gain. Feature selection or dimen-
sionality reduction methods can be applied to analyze and com-
pare the effect of individual features on system performance.
An adaptive strategy to compensate for the effects of speaking
style and speaker variability would be another promising ap-
proach, considering that the influence of sleepiness on speech
varies based on those factors.
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