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The goal of this thesis is to lay out the information theoretic limits and develop the cross layer understanding, from the physical layer to network layer, involved in the design of the data gathering systems such as sensor networks. Such decentralized information processing systems are finding applications ranging from habitat monitoring to entertainment.

This thesis begins with the scalability question in wireless ad hoc networks, i.e. behavior as network size grows. In particular, the otherwise inherently non-scalable ad hoc networks can be made scalable either by encouraging local communications or by providing extra resources such as bandwidth to each node in the network. Both static and controllably mobile networks are considered. Next, the design criteria, algorithmic techniques and information theoretic analysis for scalable sensor networks are developed.

The implications for sensor network architecture are then analyzed by introducing the concept of spatial fidelity as the design criterion. The algorithms for the decentralized data fusion to facilitate the acquisition, processing and dissem-
ination of information in sensor networks are presented. Design questions such as optimal sensor density and cooperation sensors strategies are also addressed while analyzing the distortion/density tradeoff. The suboptimal but scalable interpolation strategy is stated in order to explore network density tradeoffs in the presence of measurement error.

Fundamental performance limits are then discussed for the data gathering systems for Gaussian sources and channels. The rate distortion bounds are derived for such systems both with and without considering the sensing channel. The bounds for the $m$-helper, Berger-Tung and CEO coding systems are derived. An upper bound on a cooperative coding system comprised of two transmitters and two receivers is then derived. Here, the different permutations of cooperation among the pairs of transmitters and receivers are exploited, where the data from each transmitter is meant for both the receivers.

Finally, moving above physical layer, a higher layer abstraction with practical implementations in the above described networks is presented. Optimization problems and heuristic algorithms that guarantee the quality of service (QoS) in wireless sensor and ad hoc networks are formulated for this purpose.
CHAPTER 1

Introduction

The fundamental problem of communication is that of reproducing
at one point either exactly or approximately a message selected at
another point. - C. E. Shannon.

1.1 Towards Decentralized Wireless Era

Wireless communications is attributed with a rich history ranging from smoke
signals to modern era Autonomous Intelligent Networks [55, 107, 207]. The world
has significantly advanced from single channels to networks, and from the analog
age to the digital age. Wireless networks consist of nodes communicating with
each other over a wireless channel. In some networks such as cellular networks,
only the last hop is wireless with the wired backbone. For others, such as multihop
radio networks, ad hoc networks, and sensor networks, all links are wireless. These
types of networks are the focus of the thesis. It should be noted that the ad hoc
and sensor networks are resource constrained (eg., energy, bandwidth).

1.1.1 Emergence of Wireless Ad hoc networks

As described above, wireless ad hoc networks are free from having any wired links.
Ad hoc networks consist of a collection of mobile and static nodes lacking any
centralized administration such as base stations. Each node in the network also acts as a router. Figure 1.1 depicts one possible topology of an ad hoc network. The traditional major issue in ad hoc networks is to cope with frequently changing topology due to addition of nodes or changes in the position of mobile nodes. One popular means of self organizing is to deal with these changes is to divide the global network into local networks by clustering [15, 91, 108, 142, 235].

Various routing protocols have been suggested for ad hoc networks such as destination-sequenced distance vector routing (DSDV) [179], dynamic source routing (DSR) [32, 118], ad hoc on-demand distance vector routing (AODV) [180], and zone routing [104]. No routing protocol outperforms others for all the likely scenarios. The performance of these protocols varies under different traffic and mobility models [30, 33, 58]. The most important criterion of ad hoc networks is to provide quality of service (QoS). This means that the routing algorithms should adapt to changes in wireless link quality, propagation path loss, fading, multiuser interference, power usage, and topological changes. Another issue that is widely studied for ad hoc networks is power control [18, 43, 121, 218, 219, 236]. This is necessary because of the limited battery power available to the nodes, and for reasons of interference management.
1.1.2 Emergence of Wireless Sensor networks

Recent advances and rapid convergence of digital circuitry, wireless communications, and Micro Electro-Mechanical Systems (MEMS) have established the feasibility of sensor networks for a variety of applications [203, 181, 70, 190, 234, 224, 226, 1]. Apart from the use in defense and industrial process monitoring, sensor networks find several other applications in the area of education [224, 226], science [39, 147], arts and entertainment [34]. Sensor networks consisting of large number of sensor nodes are potentially randomly deployed either inside a physical phenomenon or near it to observe and measure it as shown in Figure 1.2. Thus, the algorithms and protocols designed for sensor networks should be self-organizing [222].

Sensor networks are distributed (in sensing and processing) [70] in nature. Distributed sensing allows one to place the sensors closer to the phenomena being monitored than if only a single sensor were used yielding higher SNR, and
improving opportunities for line of sight. This provides robustness to environmental obstacles. Finite energy budget in sensor networks motivates distributed processing. Communications is a key energy consumer as the radio signal power in sensor networks drops off with the distance as $r^4$ [181] due to ground reflections from short antenna heights. Therefore, one wants to process data as much as possible inside the network to reduce the number of bits transmitted, particularly over longer distances.

Compared to a single sensor platform, a network has the advantages of diversity (different sensors offer complementary viewpoints), and redundancy (reliability and increased resolution of the measured quantity) [8, 148, 149]. Sensor networks have another important property of cooperative processing. The sensors deployed to gather data have local processing capabilities to transmit only the required data to the global fusion center. This can be seen as the transmission of some function of the raw data so as to decrease the required rate [92]. The protocols and algorithms proposed and designed for wireless ad hoc networks are not necessarily suited for sensor networks. The differences between the two are pointed out in the next section. As in ad hoc networks, sensor networks are also resource constrained. The main issues, however, are scalability and sustainability. The data gathering system in Figure 1.2 could be summarized as follows. The sensor nodes observe and detect the phenomenon and locally process the observed data. They then transmit the processed data to the central or global fusion unit. During the whole process the power is consumed during sensing, communications, and data processing. However, the communication cost typically dominates the data processing in micro sensor networks. Some power efficient protocols proposed for the sensor networks are found in [251, 45, 220, 106, 105, 227]. Embedded sensor networks are a relatively new research topic and hence, there are many open research problems, as discussed in [10]. It is also possible for the fusion
center to provide the feedback so as to improve the quality of reconstruction.

The consequences of mobility in sensor networks are considered in [122]. Mobility in sensor networks could be either imparted by introducing robots or providing infrastructure. As will be discussed, the presence of mobile agents has a large impact on network scalability.

1.2 Why Sensor networks are not Ad hoc networks?

Although the sensor networks are inspired from wireless ad hoc networks, they are very much different from each other. The key difference between sensor networks and ad hoc networks is the ability to have local collaborative processing in the former. Sensor networks are deployed to observe a certain physical phenomenon. In such cases, a group of sensors end up with spatially correlated data. Also, since the receiver is interested in detecting and/or estimating the phenomenon, local collaborative signal processing is both feasible and desirable. That is, the data gathered from the multiple sensors is fused before transmission.

Several other differences are summarized in [10]. However, counter examples to these differences can be provided. For instance, [10] argued that the sensor networks are densely deployed compared to ad hoc networks. That is, as compared to the number of nodes in ad hoc networks, the sensor nodes could be several orders of magnitude higher. However, most deployments of the sensor networks to date involve relatively few nodes. Also, there have been proposals for dense ad hoc networks on metropolitan scales [3, 48].
1.3 Network Information Theory

The foundations of information theory were laid by C. Shannon in 1948 through his landmark paper [214]. Shannon considered the point-to-point communication system as shown in Figure 1.3. Information theory proposes and suggests the ways of achieving data compression and transmission limits using source coding and error correcting codes respectively [54, 75]. These limits are necessary as it suggests the transmission rate for error-free communications or source-coding rate for achieving the desired fidelity. Apart from electrical engineering, information theory finds useful applications in mathematics, computer science, physics, statistics, probability theory, and economics [54].

In recent years, the application of information theory to networks has been a major focus. Shannon showed for a communication system with single sender-receiver pair as in Figure 1.3 that the source and channel coding can be treated independently of each other. However, this result does not apply to many senders and many receivers simultaneously communicating. This makes the ongoing studies on networks more interesting. In this section, we shall briefly discuss the information theory as applied to networks.
Although network information theory has been around for more than half a century, there are lots of open problems in this field. For instance, the capacity of the broadcast (Figure 1.4(a)) and multiple access (Figure 1.4(b)) channels are known, whereas the simplest interference (Figure 1.5(a)) and relay channels (Figure 1.5(b)) are yet to be completely solved. However, the rate regions for their special cases have been solved [54, 75].

Slepian and Wolf considered the separate coding of the correlated sources. They considered the correlated coding system as depicted in Figure 1.6 [54, 221]. The correlated sources, say $X$ and $Y$, are independently encoded and transmitted to the receiver at rates $R_1$ and $R_2$ respectively. At receiver, the received data is jointly decoded. To summarize their result, recall the Theorem 14.4.1 in [54]:
Theorem 1.3.1 (Slepian-Wolf)  For the distributed source coding problem for the source \((X,Y)\) drawn i.i.d \(\sim p(x,y)\), the achievable rate region is given by:

\[
\begin{align*}
R_1 &\geq H(X|Y) \\
R_2 &\geq H(Y|X) \\
R_1 + R_2 &\geq H(X,Y)
\end{align*}
\]

Several variations of Slepian-Wolf coding system have been studied. Of these, an important one is source coding with side information (Section 14.8, [54]). Here, the random variables \(X\) and \(Y\) are encoded separately but only one of the sources, say \(X\), is to be recovered as shown in Figure 1.7. Such systems can be also seen in practice, for example, if the sensors are measuring the same phenomenon then we may not need to reproduce the readings of all the sensors but only one (generally the one with high signal-to-noise ratio (SNR) ) using others as the side information. The result for such a system is cited as Theorem 14.8.1 in [54]:

Theorem 1.3.2  Let \((X,Y) \sim p(x,y)\). If \(Y\) is encoded at rate \(R_2\) and \(X\) at rate \(R_1\), then \(X\) can be recovered with an arbitrarily small probability of error if and
Figure 1.7: Encoding with side information.

only if:

\[ R_1 \geq H(X|U) \quad (1.4) \]

\[ R_2 \geq I(Y;U) \quad (1.5) \]

for some joint probability mass function \( p(x,y)p(u|y) \), where \(|U| \leq |Y| + 2\).

The design of distributed source codes that achieve Slepian-Wolf bounds are extensively studied. A few examples of such codes are linear codes, turbo codes \([93, 158]\), and low density parity check codes (LDPC) \([74]\).

So far, the lossless reproduction of the sources has been considered. However, for physical phenomena, the sources are continuous and thus measurement and source reconstruction are subject to distortions. Hence, the rate-distortion problem has to be considered \([19, 54, 215]\).

\[ R(D) = \min_{f(\hat{x}|x):E[(\hat{x}\hat{-}x)^2] \leq D} I(X;\hat{X}) \quad (1.6) \]

The rate-distortion problem for networks was first considered by Wyner and Ziv \([252, 253]\). They considered a problem of rate distortion with side information. Let \((X_i, Y_i)\) be i.i.d. \( \sim p(x,y) \). The coded information \( X \) and the uncoded information \( Y \) is available at the decoder. Here, the objective is to reproduce
X within desirable distortion, D. The problem is to find the rate-distortion function. Such a system is considered in Figure 1.8.

The result is summarized in the following theorem (Theorem 14.9.1, [54]):

**Theorem 1.3.3 (Rate distortion with side information)** Let \((X,Y)\) be drawn i.i.d. \(\sim p(x,y)\) and let \(d(x^n, \hat{x}^n) = \frac{1}{n}d(x_i, \hat{x}_i)\) be given. The rate distortion function with side information is

\[
R_Y(D) = \min_{p(w|x)} \min_{f} (I(X;W) - I(Y;W))
\]

where the minimization is over all functions \(f : Y \times W \rightarrow \hat{X}\) and conditional probability mass functions \(p(w|x), |W| \leq |X| + 1\), such that

\[
\sum_x \sum_w \sum_y p(x,y)p(w|x)d(x,f(y,w)) \leq D
\]

The reproduction of multiple sources at the receiver was considered by Berger-Tung in [20, 241]. Various other coding systems were then explored such as \(m\)-helper system [167, 172], Sgarro’s problem [20, 212], Körner-Marton’s Zig-Zag problem [20, 132, 133], Berger-Chang extension of Wyner-Ziv theory [20], Wyner-Ziv problem with multiple sources [87, 88, 85], etc. Many of these systems can be mapped to a sensor network model neglecting the sensing channel. On considering the sensing-channel the sensor network can be best explained by a CEO system [243, 168, 41, 183, 64, 42, 25, 171]. Note that for analytical tractability the
sources are generally assumed to be Gaussian. Other significant contributions to rate-distortion theory is found in [22, 29, 197, 195, 196, 198, 255, 265]. A comprehensive summary on lossy source coding is found in [22].

1.4 Classification of Information Theoretic Issues in Sensor Networks

In this section, we shall discuss some information theoretic problems in sensor networks. Depending on the services required by the network application, the constraints could be either on delay and/ or rate [182]. Table 1.1 summarizes these problems.

In general, information theory problems assume perfect time and position synchronization in networks. However, this in practice is not true. For instance, in the time domain, it is highly unlikely that the crystal oscillators of all the nodes in the networks are completely synchronized. This leads to a relative time error, $\Delta t$, between the nodes [67, 66, 111]. Here, the trade-off is in minimum use of resources (rate) to satisfy the desired time distortion. Hence, this forms a rate-distortion problem.

The data transmission from different nodes to the destination involves the reception of the messages with the minimum possible error probability. Here, the limiting factors are bandwidth and power and the problem is to calculate the maximum rate with these constraints. Hence, the problem formulation here is of channel capacity.

The (possibly processed) measurements recorded by sensors are eventually transmitted to the central unit. At the decoder, the issue is the quality of reconstruction of the measured readings in both spatial and temporal dimensions.
<table>
<thead>
<tr>
<th>Services</th>
<th>Quality Measure</th>
<th>Constraints</th>
<th>Problem Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time and Position synchronization</td>
<td>$\Delta t, \Delta r$</td>
<td>delay, rate</td>
<td>Rate-Distortion</td>
</tr>
<tr>
<td>Data Transport</td>
<td>Probability of error, $P(e)$</td>
<td>bandwidth, power</td>
<td>Channel capacity</td>
</tr>
<tr>
<td>Measurements</td>
<td>$\Delta r$, Mean squared error</td>
<td>delay, rate</td>
<td>Rate Distortion and Channel capacity</td>
</tr>
</tbody>
</table>

Table 1.1: Classification of Network Information Theoretic Problems.

Here, the main concern is the resources or rate. Based on the applications, even delay could be the limiting factor. This type of service combines the problem of rate distortion and channel capacity due to the involvement of data processing and communications.

Table 1.2 provides the cause and possible solution for the constraints described above. We observe that the two main limiting factors in network services are rate and delay. Note, that the rate here defines the resources and hence, also includes energy and bandwidth.

**Delay Constraint** Latency (delay) in networks is largely due to the multihop transmission and congestion. We neglect the other possible latency factors such as node failures. With the use of higher bandwidth, longer transmission hops, or reduction in interference by the use of greater directionality in antennas, the latency could be ameliorated.

**Rate Constraint** This constraint arises from a combination of the limited bandwidth and signal to noise ratio (SNR). Low SNR could be due to low trans-
<table>
<thead>
<tr>
<th>Constraints</th>
<th>Causes</th>
<th>Possible Remedies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay</td>
<td>Multihop Transmission,</td>
<td>higher bandwidth, longer</td>
</tr>
<tr>
<td></td>
<td>Network Congestion</td>
<td>transmission hops, greater</td>
</tr>
<tr>
<td></td>
<td></td>
<td>directionality in antennas</td>
</tr>
<tr>
<td>Rate</td>
<td>Limited bandwidth, Low</td>
<td>cooperative processing, high</td>
</tr>
<tr>
<td></td>
<td>SNR</td>
<td>node density, increased</td>
</tr>
<tr>
<td></td>
<td></td>
<td>power range</td>
</tr>
</tbody>
</table>

Table 1.2: Summary of Network service constraints and their possible remedies.

mission power and/or the noise sources. The constraint becomes more relaxed with cooperative processing such as the use of multiple antennas as in multiple-input-multiple-output (MIMO) systems or local processing at source, provision of higher power range, and increasing the node density.

1.5 Organization and Contributions of the Thesis

1.5.1 Focus of the Thesis

This thesis considers some of the rate-distortion and channel capacity problems described in Section 1.4. As seen before, the deployment of sensor networks may involve a large number of sensor nodes. Also, the futuristic applications of ad hoc networks such as smart house [2] could result in the large deployment of ad hoc nodes. This leads to an interesting question of scalability, that is, the feasibility of network services as the number of nodes tends to infinity. This is the starting point of our study.

The majority of our research is concentrated on sensor networks and the rate-
distortion limits when various models of such networks are considered. The main advantage of these networks is to have collaborative capabilities. Thus, by cooperative techniques an otherwise disconnected cluster of nodes could have normal communications. Although the focus of the thesis is largely on the physical layer algorithms of the wireless sensor and ad hoc networks, some higher layer abstractions with practical approacher are also considered.

1.5.2 Organization of the Thesis

The rest of the thesis is organized as follows.

Chapter 2 This chapter discusses the scalability issues in wireless ad hoc networks. Prior results have shown that for ad hoc networks with uniform source-destination probabilities, where each node generates traffic, the transport capacity for each node in the network declines with the network size [98]. However, we show that the scalability in such networks is possible if the local communication predominates or extra resources such as bandwidth are provided leading to a hierarchial architecture. We further consider the relay network model as considered in [89] and infer interesting scalability results when combined with the point-to-point coding model. Next, mobility in ad hoc networks is considered. The use of mobility has been shown to be beneficial in wireless ad hoc and sensor networks, for improving communication performance and other functionality. The communication throughput and delay trade-offs are considered when a set of mobile nodes are used as relays to transfer data among multiple static nodes. While previous work has considered randomly mobile nodes, we consider controlled mobile agents. The results for the worst case delay and throughput with controllably mobile relays are derived.
Chapter 3 In here, the scalability for sensor networks have been considered. The scalability issue in sensor networks transforms to the problem of information extraction at the fusion center under a fidelity constraint. However, as discussed in Section 1.4, this needs the application of joint source and channel coding to achieve information theoretic limits. However, on increasing the sensors and relays densities, the source and channel coding could be decoupled and still achieve scalability. This approach, although simple, is not practical. We consider the notion of spatial fidelity for such networks observing either point or distributed phenomena. Based on the source density, spatial fidelity, sensing strength of the sensors, and desired distortion, the analysis for local cooperative processing and required sensor density could be carried out. This chapter also summarizes and proposes algorithms for the data fusion mechanisms that might be used [239, 242]. Further, the distortions at various stages of sensing and transmitting distributed phenomena are identified. It is shown that these errors are bounded and do not propagate to distant nodes.

Chapter 4 This chapter considers the network information theoretic problem of finding the rate distortion bound when multiple correlated Gaussian sources are present. One of these is the source of interest but some side information from other sources is also transmitted to help reduce the distortion in the reproduction of the first source. The other sources are treated as helpers and are also coded. Special cases of this problem have been solved before, such as when the reproduction is lossless, when the sources are conditionally independent given one of them, or when the number of helpers is limited to one. We consider a generalized version and show that the previously derived expressions fall out as special cases of our bound. Our results
can be directly utilized by designers to choose not only how many of the available sources should actually be communicated but also which sources have the highest potential to reduce the distortion. Also, based on this result, the rate region for the Berger-Tung multiterminal system is derived where all the sources are reproduced at the receiver.

**Chapter 5** Sensor networks collect data at multiple distributed nodes and transfer the acquired information to points of interest. The raw data collected by each individual sensor is typically not of interest. Instead, a reduced representation of the measured phenomenon is to be generated. Multiple readings, however, add to the information about the phenomenon by providing its description at multiple points in space for distributed phenomena and multiple perspectives for a localized phenomenon. We also note that sensor readings have noise, and multiple readings can help mitigate the effect of this noise. Thus, while all the sensor readings need not be communicated, enough data must be exchanged to reliably reproduce the phenomenon. Considering the above effects, it becomes important to determine how much data should be transmitted from multiple sensors such that only useful information is exchanged and energy or bandwidth are not wasted on redundant data. This question is addressed in Chapter 5 using information theoretic techniques. The effects of sensor noise and correlation in the sensor readings are explicitly modelled.

**Chapter 6** This chapter addresses the problem of cooperative coding among pairs of transmitters and corresponding pairs of receivers. This may be used, for example, to overcome gaps in a multihop network. We derive upper bounds on the achievable rates for several scenarios and show that the transmitter cooperation provides significantly more improvement in rate
than receiver cooperation.

**Chapter 7** This chapter considers the higher layer abstraction of wireless networks as compared to physical layer discussions in the previous chapters. For mobile ad-hoc networks, nodes must balance a variety of tasks including sensing and communications relays. Mobile nodes might thus change location or trajectory for sensing purposes, subject to constraints on disruption of network QoS. This chapter maximizes the non-communication application QoS (node motion to facilitate sensing) with communication QoS constraints (packet delay, etc.). It also gives the formulation for maximizing the throughput for the newly formed links at the new position of the node, taking link capacities into consideration. Each link is shared by multiple streams of traffic from different QoS classes, and each stream traverses many links. Although these formulations are non-linear, they can be posed as geometric programs, which can be solved efficiently. Heuristics to implement the above algorithms in ad hoc networks are also considered.

**Chapter 8** The conclusions of the thesis is presented in this chapter. Along with the conclusions, some future research directions are also suggested.
CHAPTER 2

Scalability in Wireless Ad Hoc Networks

For 50 years, people have worked to get to the channel capacity he said was possible. Only recently have we gotten close. - R. Lucky (on C. E. Shannon), quoted in Technology Review, July 2001.

Wireless networks often include multihop communications over a wireless channel. There are few wireless networks that have a wired backbone, such as cellular voice and data networks [27, 231]. In contrast, ad hoc networks [178] have all wireless links and do not possess any centralized control. In recent years, engineers are looking forward to the dense deployment of networks to knit the world and beyond together [2, 247]. Whether this is feasible or not is answered by knowing their fundamental (information theoretic) limits, including scalability.

This chapter focuses on the scalability issues of ad hoc networks. By scalability, it means that the per node throughput does not go to zero with the increase in network size (number of nodes in the network). The starting point of the discussion is the capacity of the resource (bandwidth, power) constrained static ad hoc network model as considered by Gupta and Kumar in [98]. Their results suggest that ad hoc networks are inherently non-scalable. In particular, for the network size of \( n \) nodes in the unit disk with uniform traffic pattern, the per-node transport capacity of \( O\left(\frac{1}{\sqrt{n}}\right) \) \(^1\) bit-meter per second is obtained. The

\(^1\) \( f(n) = O(g(n)) \) implies that there exists a constant \( c \) and integer \( N \) such that \( f(n) \leq cg(n) \) for \( n > N \); \( f(n) = \Theta(g(n)) \) means \( f(n) = O(g(n)) \) and \( g(n) = O(f(n)) \)
limitation arises from the infeasibility of long range communications which would otherwise cause interference. Hence, the communications is limited to the nearest neighbor which is known to be at distance of $O\left(1/{\sqrt{n}}\right)$. The packet is routed to the destination through other nodes that are typically $O(\sqrt{n})$ serving as relays. However, it was shown in [139, 174] that these networks can be made scalable if the local communications predominates. A second approach to get a scalable network is to provide extra resources. The planar network model consisting of multilevel relays is considered in [254]. They allow for the node cooperation and also suggest the appropriate cooperation approach. More interestingly, for a particular case of network model they show the network to be scalable. Another type of relay network is considered by Gastpar and Vetterli in [89, 86]. The model considered by them is very much different than that in [98] and obtained the capacity in bits/sec. for that network. It should be noted that the results of Gupta and Kumar in [98] are model specific and could be applied only to models similar to that they considered. Lots of work on capacity of network has been done in [238, 134, 162, 63, 258], but the best known throughput result for the resource constrained ad hoc network model is that given by Gupta and Kumar in [98]. Note, that these scalability results do not strictly apply to wireless sensor networks. Chapter 3 presents the rather surprising and encouraging scalable nature of sensor networks. The issues of scalability that arise in ad hoc wireless networks, take a back seat when extended to sensor networks as unlike here, the problem is of information extraction under a fidelity criterion.

The above discussion, so far, did not consider mobility in the ad hoc networks. Grossglauser and Tse in [96], assumed random mobility of all the nodes in the network. Mobility provides an extra resource to the network and results in [96] confirmed that by showing the network to be scalable. However, the delay was unconstrained in their model and this leads to a scalable network with infinite
delay. Later, the models in [237, 47, 14, 81, 124] accounted for both mobility and delay suggesting trade-offs between throughput and delay. Here, the controlled mobility among nodes has been considered. This chapter summarizes the previous known scalability results and presents the approaches to attain scalability in ad hoc networks.

Prior known results on capacity of static ad hoc network are summarized in the next section followed by the methods to attain scalable network in Section 2.2. The relay network model and interesting inferences from relay model is considered in Section 2.3. Section 2.4 briefly describes the known mobility models and capacity results. The throughput-delay tradeoffs for a controlled mobile network is presented in Section 2.5. Practical methods for routing the mobile agents are discussed in Section 2.6. The Chapter ends with conclusions in Section 2.7.

2.1 Prior Results for Static Ad Hoc Wireless Networks

Most recent studies on scalable networks have been motivated by the results in [98]. For the sake of simplification and also for analytical tractability, the capacity derived by Gupta and Kumar in [98] is in bits-meter/sec rather than bits/sec. They term this as transport capacity, which in words is defined as the total number of meters travelled by all the bits per time unit. To set the discussion, their result is presented here. Consider the disk of unit area with uniformly distributed nodes \( \{X_i\}_{i=1}^n \) with their positions being i.i.d. Each source node has an independently and randomly chosen destination node. Such a model is depicted in Figure 2.1. Each node transmits at \( W \) bits per second over a common wireless channel. Packets are transmitted to the destination in a multihop fashion. Also, radios that are sufficiently distant can transmit concurrently and the total amount of data that can be simultaneously transmitted for one hop increases
Figure 2.1: $n$ nodes randomly located in the disk of unit area with uniform traffic pattern linearly with the total area of the ad hoc network. For this model, the following theorem can be stated [98, 96]:

**Theorem 2.1.1 (main result 4 in [98] and theorem 3.1 in [96])** There exists constants $c$ and $c'$ such that

$$
\lim_{n \to \infty} Pr\left\{ \lambda(n) = \frac{cW}{\sqrt{n} \log n} \text{ is feasible} \right\} = 1 \quad (2.1)
$$

and,

$$
\lim_{n \to \infty} Pr\left\{ \lambda(n) = \frac{c'W}{\sqrt{n}} \text{ is feasible} \right\} = 0 \quad (2.2)
$$

From the above theorem, it is evident that, for a fixed ad hoc network, within a factor of $\sqrt{\log n}$, the throughput per source-destination pair goes to zero in $W/\sqrt{n}$ fashion. This theorem is under the physical model for interference [98]:

$$
N + \frac{P}{|X_i - X_j|^\alpha} \sum_{k \in T, k \neq i} \frac{P}{|X_k - X_j|^\alpha} \geq \beta
$$
where $P$ is the common transmission power level for all nodes, and $\{X_k; k \in T\}$ is the subset of nodes simultaneously transmitting at some time instant over a certain subchannel. The above mentioned model is for the successful receipt of transmitted message from node $X_i$, $i \in T$ to $X_j$.

Results in [98] can be easily understood from geometry and intuition as described in [96]. As discussed earlier, all the nodes in the network transmit at the same power level $P$. From the physical model, it is clear that successful transmission of the packet from node $X_i$ to node $X_j$ occurs only if there is no other transmitting source in a disk of radius proportional to $|X_i - X_j|$ i.e. no interference. Hence, a successful transmission over $d$ meters will incur a cost of $d^2$ by excluding other interfering transmissions. So to maximize the transport capacity of the network, scheduling a large number of smaller transmissions is advisable. Hence, the communications is limited to the nearest neighbors. The neighbors are typically at distance $1/\sqrt{n}$ [97]. Thus, transport capacity is at most $\sqrt{n}$ b-m/s. Since there are $n$ sessions, with an expected distance of $\Theta(1)$, the throughput per session is $O(1/\sqrt{n})$. Also, this is the best that one can do in terms of throughput.

This suggests that the ad hoc networks are inherently non-scalable. However, the next section demonstrates the situation where these networks are scalable.

2.2 Towards Scalable Static Ad Hoc Networks

Successful communication is still possible with almost constant node bandwidth, if the distribution of the source-destination (S-D) pairs is such that the average hops per communication is small enough.

Consider the 2-D framework as in [98], described in Section 2.1. Servetto in
[211] observes that the scalability in sensor networks of arbitrary size is achievable as long as the rate at which nodes generate information decays faster than the throughput of the network. However, we note that it is not the fact of correlated sources which is most fundamental to this result, but rather the S-D pair distribution.

**Observation 2.2.1**

For the 2-D geometric model mentioned in Section 2.1, the average distance between source and destination should be $O\left(\frac{1}{\sqrt{n \log n}}\right)$.

Clearly, in order for the average throughput per node to be constant, the average number of hops between source and destination should grow as $O(1)$. This follows immediately by observing that this criterion is necessary for transport capacity meeting the upper bound of $\sqrt{n \log n}$.

### 2.2.1 Scalability achieving S-D pair distribution

Consider a network with $n$ nodes randomly distributed over an unbounded area. The $x$ and $y$ coordinates of the node locations are independent Gaussian distributions with zero mean and variance $\sigma^2$ as illustrated in Figure 2.2. Defining $R$ as the transmission range of each node, the probability density function (pdf) of the link distance, $r$, between any two arbitrary nodes is given by:

$$p_r(r) = \frac{r}{2\sigma^2}e^{-r^2/4\sigma^2} \quad (2.3)$$

The derivation for the pdf of the link distance can be found in [152].

Now, the probability of a 2-hop connection between an arbitrary source and
Figure 2.2: Random Network with dispersion parameter $\sigma$, and transmission range $R$.

destination pair is given as in [153]:

\[
P_2 = Pr\{1 \rightarrow 2 \text{ in 2 hops}\}
= Pr\{R < r < 2R \text{ and at least one other node in the area of intersection}\}
= \int\int\int_{R<r<2R} p_{x,y}(x_1, y_1, x_2, y_2)
\times \left[1 - \left[1 - \int\int_{A(x_1, y_1, x_2, y_2)} p_{x,y}(x_3, y_3) dx_3 dy_3\right]^{n-2}\right] dx_1 dy_1 dx_2 dy_2 \tag{2.4}
\]

As $n \to \infty$, (2.4) can be approximated with the following upper bound [153]:

\[
P_2 < P_{2\infty} = \int_{R^2/4\sigma^2}^{R^2/\sigma^2} e^{-\nu} d\nu = e^{-R^2/4\sigma^2} - e^{-R^2/\sigma^2} \tag{2.5}
\]

Similarly, the asymptotic probability of an $m$-hop connection is given by:

\[
P_m < P_{m\infty} = e^{(m-1)^2R^2/4\sigma^2} - e^{m^2R^2/4\sigma^2} \tag{2.6}
\]
Based on this, that the average number of hops between node pair can be calculated as in [153],

$$E\{h\} = \sum_{m=1}^{n-1} mP_m < \sum_{m=1}^{\infty} mP_m^\infty$$

$$E\{h\} < \sum_{m=0}^{\infty} e^{-\frac{m^2}{4\gamma^2}} = \overline{h}_+(\gamma)$$  \hspace{1cm} (2.8)

where $\gamma$ is the mobile dispersion given by $\gamma = \sigma/R$. Using the non-linear regression techniques and subsequent linearization, the asymptotic average number of hops for random source destination pair is,

$$\overline{h}_+(\gamma) \approx 0.5 + 1.772(\sigma/R)$$  \hspace{1cm} (2.9)

In terms of actual distance, multiply by the transmission range of each node $R$, to upper bound the average hop distance per transmitted bit:

$$E\{h\} < R \left(0.5 + 1.772\frac{\sigma}{R}\right)$$  \hspace{1cm} (2.10)

The average hop distance in (2.10) is for an unbounded disk. Since the nodes in the scenario described earlier are zero-mean Gaussian distributed, 99.7% of all the nodes are expected to lie within a $3\sigma$ radius of the center. The resulting area of the disk of radius $3\sigma$ is $9\pi\sigma^2$. Hence, scale the result in (2.10) by this factor. Also note, that now the average hop distance is consistent with the framework of Gupta and Kumar [98],

$$H = \frac{R}{9\pi\sigma^2} \left(0.5 + 1.772\frac{\sigma}{R}\right)$$  \hspace{1cm} (2.11)

The above equation, as observed, is independent of $n$.

Hence, the zero-mean truncated Gaussian is one of the many distributions that achieve the finite per node capacity for the geometric model of [98].
An approach mentioned so far is based on results in [211], but one can find similar results with the alternative approach in [139]. J. Li, et. al. in [139] show that the traffic pattern determines whether an ad hoc network’s per-node capacity will scale to large networks. In particular, for the total capacity to scale up with network size the average distance between source and destination nodes must remain small as the network grows. In other words, this coincides with our conclusion of encouraging local communications.

In practice, scalability can be achieved in two basic ways:

1. Local cooperative processing to produce decisions (e. g. in sensor networks).

2. Adding communications hierarchy so that communications in each level is local (e. g. telecommunication network).

The latter of course requires additional resources, but typically also provides latency benefits.

We shall now briefly describe the scalability attained by providing extra resources as mentioned in [200].

2.2.2 Hierarchial approach to Scalability

If the latency is considered to be important along with scalability, then Gupta and Kumar’s approach in [98] is certainly not recommended. If the bandwidth available to node scales with at least $O(\sqrt{n})$ then scalability in [98] is achieved. Hence, providing extra resource in terms of bandwidth to each node can do the job as far as throughput per node is concerned. However, the latency still scales as $O(\sqrt{n})$.

A dynamic but stable structure is considered in [200] by the introduction of a stochastically self-similar, multi-resolution structure on a homogeneous set of
n nodes, i.e., by providing hierarchial structure to nodes. The model assumed is a square of area $A$ with randomly distributed nodes. Each node is assumed to have access to $K$ non-interfering additive white Gaussian noise (AWGN) channels. Also, at each time, a node is assumed to be able to communicate with at most one other node at any given channel. Furthermore, the nodes are assumed to each know their position $X_i$ as well as the position of the nodes they need to communicate with and the position of the destination. For uniform traffic pattern, it can be shown that on an average, the latency of $O(\log^2 n)$ and per-node throughput of $O(1/\log^3 n)$ can be obtained if bandwidth scales as $O(n \log n)$. The idea behind multi-resolution structure is that similar to skip-lists [188]. The cost of bandwidth is relatively high for the $\log^2 n$ latency. This may not find lot of admirers but considering that even the telecommunication networks pays this cost, it might be worth to pursue for future applications.

An optimal throughput-delay tradeoff for the model in [98] is given in [81] as $D(n) = \Theta(n T(n))$, where $T(n)$ and $D(n)$ are throughput and delay respectively.

### 2.3 Capacity of Relay Modelled Ad Hoc Networks

In previous sections, bounds on the throughput for point-to-point network model having multiple transmission sessions is considered. This section deals with relay network model as considered by Gastpar and Vetterli in [89].

Consider a network of $n$ nodes in the disk of unit area. The source and destination are randomly chosen. It is to be noted that the traffic pattern here is different than that of point-to-point coding model. Here, there is only one active link. So apart from source and destination all the remaining nodes act as relays. The relay nodes follow the amplify-and-forward relaying technique.
Figure 2.3: A wireless network under the relay traffic pattern

Hence, arbitrary cooperation is allowed between the nodes, for example multiple access and broadcast. The received signal at a node is a sum of the faded signals from the other nodes plus additive white Gaussian noise (AWGN). Such a model is depicted in Figure 2.3. The assumptions for this model are that there are no other nodes within non-zero radius around the source, and the source transmits the information for only half of the time. These assumptions, however, are necessary to facilitate capacity analysis as mentioned in [89]. In contrast to Gupta and Kumar, the capacity bounds derived here are in bits/sec.

Before proceeding further to capacity bounds, it should be noted that question of scalability should not be asked in this context. This is because, there is only one active transmission session as compared to multiple sessions in point-to-point coding model. So even if the node density increases, there will not be any effect on the nature of the transmission session. However, this model is interesting as it shows that the direct application of results in [98] does not work. The direct application of Gupta and Kumar results would yield \( O(\sqrt{n}) \) b/s or with more careful application \( O(1) \). This is certainly in contrast to \( O(\log n) \) b/s that will
be obtained for this model as shown below.

The upper bound on the capacity of the considered relay network is given by [89]:

$$C \leq C_{\text{upper}} = \frac{1}{4} \log_2 \left( 1 + \frac{||\alpha||^2 P}{N} \right)$$  \hspace{1cm} (2.12)

where $\alpha$ denotes the vector of length $n - 1$ of all the fading coefficients $\alpha_i$'s, that is $\alpha = (\alpha_2, \ldots, \alpha_n)$, $P$ is the power constraint on transmitting node, and $N$ is the variance of zero mean AWGN. Consequently, $||\alpha||$ denotes the magnitude of that vector. The fading coefficients from the source node to the node $k$ is defined by $\alpha_k = 1/d_{1k}^r$, for $k = 2, \ldots, n$. $d_{1k}$ is the Euclidean distance between the source node and node $k$, and $r \in \mathbb{R}^+$ is the path loss.

The lower bound follows from a consideration of (almost) uncoded transmission of a particular source across the Gaussian relay network [89]:

$$C \geq C_{\text{lower}} = \frac{1}{4} \log_2 \frac{P}{D_1}$$  \hspace{1cm} (2.13)

where $D_1$ is the mean square error. The details on mean square error and power constraints can be found in [86, 89].

To summarize, as $n \to \infty$, the capacity for relay network model will follow $O(\log n)$ b/s. Interestingly, with fusing a relay model to a point-to-point model, a scalable network can be obtained.

In addition to relay network model constraints, assume that nodes have their own position information and as well as the position information of their neighbors and final destination. Also assume that the nodes are equipped with the omnidirectional antenna. The source node transmits the information to all the nodes in the circular region of radius $r$, the transmission range of a node. For simplicity, suppose all nodes are identical. See Figure 2.4 for the network model.
The nodes lying in the circular region of radius $r$ will cooperate and transmit a message to the node which is nearest to the destination. In every such circular disk of radius $r$, there will be $n_r = \sqrt{\pi}nr$ uniformly distributed nodes. This forms a local relay network model having a local source and destination. The other nodes in the local network act as relays. The message will be decoded at the local destination node which in turn will open another session for transmission. The decoding of a message at an intermediate node is essential to maintain the quality of the information. If the distance to the destination from the source is $L$ then the message can be delivered to the destination in $L/r$ hops. Also, from a sphere packing solution, a maximum of $1/\pi r^2$, $r \leq 1/\sqrt{\pi}$, sessions at any time instant $t$ is possible. The upper and lower bound on capacity, $C$, for one session will be similar to that derived above for the relay model. If we have $m$ transmitting sessions in parallel, then network capacity will be $mC$ bits/sec. Here, however, instead of $n$ source-destination pairs, we have $m$ pairs. But in any case, if $r > 0$, then as $n \to \infty$, per session throughput will be $O(\log n)$ b/s. This certainly is better than the scalability results in [98]. The reduction in the...
number of sessions in a way acts as provisioning of extra resources. Also, in this case the delay will be $O(\sqrt{m})$. Hence, the network model suggested can achieve scalability and also optimal $m$ and hence $r$, for any given application could be calculated. This shows that the physical interference model has a significant impact on capacity.

The other notable work in this field is presented in [100] that shows that for a certain class of wireless networks, transport capacity of $\Theta(n)$ b-m/s is feasible. An extension of two dimensional capacity analysis to three dimensions is presented in [99].

2.4 Mobility in Ad hoc Networks and Related Work

This chapter, so far, considered various models of fixed or static networks. Now, the concentration will be on mobility in ad hoc networks. Mobility has long been considered as an overhead for networks because the protocol stack had to provide additional functionality to handle mobile users [143, 127, 13, 36, 178]. More recently, however, mobility has been found to be useful for wireless ad hoc networks for increasing their throughput capacity [96, 14, 81, 61]. These advantages are accrued by utilizing the mobility of the nodes for transferring data. These provide additional capacity to the network over and above the wireless channel amongst static nodes alone.

Mobility can be classified into three categories:

1. **Random Mobility**: The nodes are assumed to move in an arbitrarily random pattern typically modelled as uniform Brownian motion for analytical convenience [96, 61, 14, 81]. This model has also been used in data mule work [213, 116].
2. **Predictable Mobility**: This model assumes that the pattern of mobility of the mobile nodes is known and this knowledge can be exploited to route data [40, 115, 177]. The mobile agents are not moving for the purpose of data transfer and hence their paths may not coincide with the routing requirements.

3. **Controlled Mobility**: Here the mobility pattern of the mobile nodes is completely under the control of the network. Prototypes of such networks have been considered [125, 263, 264, 122]. It should be noted that the controlled mobility could also be implemented by providing infrastructure to move the nodes. In some situations, such as in sensor networks deployed for habitat monitoring, provision of infrastructure could be cost effective. Figure 2.5 considers the controlled mobility in sensor networks through the provision
of infrastructure (Networked Infomechanical Systems (NIMS)). In case of NIMS, overhead cables are mounted to move the sensor nodes.

We consider the network with controlled mobile agents and characterize the delay and throughput properties. Our analysis shows that there are fundamental differences in these properties when the mobility is controlled as opposed to when the mobility is random or predictable. Also note that using controlled mobility, we are able to guarantee performance for any arbitrary topology, while the results derived for random models only provide the expected throughput and delay averaged over multiple topologies.

2.4.1 The Need for Controlled Mobility

Random mobility is not a valid model in all classes of wireless ad hoc networks. In particular, sensor networks are autonomous embedded systems and do not involve user carried nodes. Most of their nodes are either static or mounted on robots which can be controlled as per application requirements. Further, the use of controlled mobility has several advantages in wireless ad hoc and sensor networks.

First, the mobile nodes can help save energy in static embedded nodes. This is because if the mobile nodes are used for carrying data, then the static nodes need not relay data from other nodes over multi-hop wireless routes. The extra energy overhead of mobility is not a major concern as these nodes are mobile and can thus periodically recharge themselves. Self recharging robots have been prototyped such as the robot tortoise described in [245] and the commercially available Sony Aibo [223]. Second, mobile agents can be used to connect sparse and disjoint networks. Particular network components can get disconnected due to deterioration in channel conditions and these can be connected using mobile
components. Third, the number of wireless hops travelled by a data packet are reduced and this reduces the possibility of packet error, helping enhance goodput performance, and delays due to retransmission.

There are other advantages of using mobile components for improving network sustainability. It was shown in [68] that the time synchronization error increases with an increasing number of hops between two nodes. Using the mobiles for time synchronization reduces the hop distance between nodes, and hence much finer time synchronization is possible than in a multi-hop case. Controlled mobility also helps improve the performance of localization systems [208]. Mobile components can support other system activities such as delivering required resources [137, 191]. Thus, the use of control mobility is helpful in several situations, and it is worthwhile to study the performance considerations for such a scenario.

2.4.2 Related Work

As seen in Section 2.1, the capacity of wireless networks was first evaluated in [98]. They assumed a network of $n$ randomly deployed nodes in a unit area disc and found the average throughput if sources and destinations are chosen randomly across the network. The throughput per node was found to be $\Theta \left( \frac{1}{\sqrt{n \log n}} \right)$. For the model considered in [98], if the traffic pattern is such that the average distance between source and destination nodes remains small as the network grows the throughput per node was derived to be $O(1)$ in [139]. The use of mobility was considered in [96]. They assumed all nodes to be randomly mobile within a unit disc area. The data traffic pattern was assumed to be random as in [98]. Data travelled over only two wireless hops, from the source node to a mobile node which acted as relay and then from the relay to the destination. With this model the throughput was found to be $\Theta(1)$. Later, [61] showed that if
the mobility was restricted to one dimension only, the constant order throughput can still be achieved. The delay for the above scenarios was found in [81]. They also discussed algorithms for improving throughput at the cost of delay and vice versa. They found the delay $D(n)$ to be related to the throughput $T(n)$ as $D(n) = \Theta(nT(n))$ for the wireless network scenario of [98]. For the model in [96] when the nodes are randomly mobile with average velocity $v(n)$, they found the delay to scale as $\Theta(\sqrt{n}/v(n))$.

Another scenario for a network with mobile nodes was considered in [14]. The network consisted of $n$ static nodes which acted as sources and destinations for data. However, the network also had $m$ randomly mobile nodes which were used as relays. For this model, using the routing scheme proposed in [14], the throughput is $O(m/n \log^3 n)$ with an average delay of $2d/v$ where $v$ is the velocity of the mobile nodes. We consider a similar model, with $n$ static and $m$ mobile nodes but the mobility is controlled instead of random. The problem is defined in greater detail in the next section.

2.5 Capacity of the Mobile Channel with Controlled mobile agents

Let us first consider the network scenario as considered in [96] where all nodes are mobile except that instead of considering the nodes to be randomly mobile, we assume their motion is controlled. For this case an obvious communication strategy is for each source to move to its destination and communicate at almost zero range. Hence interference among simultaneous transmissions is zero and each sender-receiver pair could utilize the full available bandwidth $W$. The per node throughput is $W$ with constant delay. The delay here depends on the travelling
time of mobile nodes to reach their destinations which is constant as network area is constant. This is significantly better than the worst case delay in [96] which is infinite. Clearly, controlled mobility has the potential to yield fundamentally different throughput and delay limits compared to those achieved with random mobility in [96, 14]. We now consider a more practical scenario wherein all nodes are not mobile but a small number of controllably mobile agents are available for routing data.

2.5.1 Problem Statement

Assume $n$ nodes are deployed randomly in a unit area disc. Any node may have data to be sent to any other node, resulting in up to $n$ transmitter-receiver pairs. Further, $m$ mobile agents are available whose paths can be controlled as per the data requirements. Here $m$ could potentially be much smaller than $n$. The mobile travels close to the source location, collects its data over a wireless link, and then travels to the destination location and delivers the data to the destination node, again using a wireless link. The path from the source to destination may not be direct but may involve servicing other data transfer requests in between. This is because, using one mobile to serve only one source destination pair at one time does not necessarily yield optimal path planning for the mobiles and we allow the mobiles to collect data from multiple sources for multiple destinations, depending on the node locations. Figure 2.6 shows the problem scenario. The data rate on the wireless channel is $W$. Note that $W$ could potentially be very high as the mobile node can travel very close to the static node. However, we perform the analysis for any available $W$. The velocity of the mobile nodes is denoted by $v$. For ease of exposition, we assume that each source has $k$ bits for its destination. Some nodes may have less than $k$ bits, however using $k$ for all nodes suffices for
Figure 2.6: Network with mobile and static nodes. The red diamond shaped nodes represent the mobile nodes and the blue circular nodes are the static nodes.

We consider the problem of determining the achievable throughout and delay experienced by any data packet in the worst case. We later also discuss the problem of allotting the optimal routes to the mobile nodes for routing data.

2.5.2 Solution

We now solve the problem laid out above. Let us calculate the delay suffered by a $k$-bit packet in travelling from its source to destination after it is ready to be transmitted at the source. For calculating the worst case achievable delay, we assume that each mobile serves $n/m$ sender-receiver pairs. Depending on what metric is used for optimizing the paths of the mobile nodes, the actual allocation may deviate from this equitable allotment; we consider practical methods for such an allotment in Section 2.6. The delay and throughput derived below
are definitely achievable, using the (potentially sub-optimal) equitable allotment. The sender-receiver pairs need not be addressed one after the other, rather multiple such pairs will be simultaneously served. Instead of calculating the worst case delay individually, we evaluate the delay and throughout for a group of $n/m$ nodes served by a single mobile. Since not all packets suffer the worst case delay, this method allows us to calculate the achieved throughput for all the data, rather than just for the node which happens to get the worst case delay. This total delay in serving $n/m$ requests is also the worst case delay suffered by a packet, since the worst case packet would be the one which is served last in the group. The delay can be calculated as follows:

1. Mobile collects data from source: This time is the summation of the following terms:

   (a) Contention near source: When the mobile arrives at a source, there may be other mobiles too at this node delivering data destined for this node. Assume that the traffic pattern is such that at most $\gamma$ nodes could send data to a particular node. Then, the maximum number of mobiles which can be present at a node, $\Gamma$, to deliver can be

   $$\Gamma = \min(\gamma, m)$$  

   (2.14)

   Hence the time spent waiting for these transmissions becomes $d_1 \leq \Gamma k/W$, where $W$ is the bandwidth used for communication among static and mobile nodes. This communication occurs at very small range and does not interfere with other communication in the network.

   (b) Wireless data communication delay: The time taken to send $k$ bits from the source to the mobile agent will be $d_2 = k/W$.  
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(c) Motion delay: The distance to a source from the previous node served can be at most $1/\pi$, the diameter of the network with unit area. Hence this delay is $d_3 \leq 1/(\pi v)$ where $v$ is the speed of the mobile.

2. Time to travel from a source to a destination. This can be at most $d_4 = 1/(\pi v)$ as explained for the travel time taken to reach a source. The source and destination need not correspond. The delay, $d_4$, is only the time for one leg of the mobile's journey. These will be added together for the $n/m$ requests being served by this mobile.

3. Contention at destination: This is $d_5 = \Gamma k/W$ as was the contention at source.

4. Time to deliver at destination: The transmission time at destination is $d_6 = k/W$.

Thus, the total delay, $D$, for the worst case packet among the $n/m$ sender-receiver pairs served by one mobile agent is the summation of the delays evaluated above:

$$D \leq \frac{n}{m} [d_1 + d_2 + d_3 + d_4 + d_5 + d_6] \quad (2.15)$$

On substituting the values of $\{d_i\}_{i=1}^6$ in the above equation, we obtain:

$$D \leq \frac{2n}{m} \left[ \frac{k}{W} (\Gamma + 1) + \frac{1}{\pi v} \right] \quad (2.16)$$

The throughput per node can be defined as the bits transmitted by a node divided by the time taken for those bits. Thus, the throughput, $T$, for the node with the worst case delay is:
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\[ T = \frac{k}{D} \geq \frac{mkW\pi v}{2n[k\pi v(\Gamma + 1) + W]} \] (2.17)

Note that the network throughput is \( nT \) since each mobile agent has serviced \( n/m \) nodes within \( D \) and there are a total of \( m \) mobiles. Thus, we observe that the per node throughput and delay are \( T = O(m/n) \) and \( D = O(n/m) \).

### 2.5.3 Scalability Concerns

Here, the effect of the wireless bandwidth available among static and mobile nodes is considered. This bandwidth can be very large as the communication range is small and fast technologies such as UWB or a contact based transfer may be used. Let \( W \to \infty \) in equations (2.16) and (2.17):

\[ D_{W \to \infty} = \frac{2n}{m\pi v} \] (2.18)

\[ T_{W \to \infty} = \frac{mk\pi v}{2n} \] (2.19)

As expected, the delay and throughput are limited by the mobile velocity, \( v \), in this case. However, the delay and throughput can be very high here as the value of \( k \) used can be very large when \( W \to \infty \).

Consider next the case when the number of mobiles used is a linear function of the number of static nodes in the network, i.e., \( m = an \) where \( a \) is a positive constant, potentially much less than 1. In this case \( \Gamma = \min(\gamma, m) = \gamma \) since we expect \( n \) and hence \( an \) to be much greater than \( \gamma \). Here, the delay and throughput can be seen to be:

\[ D_m \leq \frac{2}{a} \left( \frac{k}{W}(\gamma + 1) + \frac{1}{\pi v} \right) \] (2.20)

\[ T_m \geq \frac{akW\pi v}{2[k\pi v(\Gamma + 1) + W]} \] (2.21)
These are both independent of \( n \) and \( m \). Hence we achieve \( T = O(1) \) and \( D = O(1) \) for this case. Observe that compared to the case of random mobility [96] where \( O(1) \) throughput is achieved when all \( n \) nodes are mobile, using controlled mobility such throughput can be achieved with less than \( n \) mobile nodes. Also, while the worst case delay in [96] can be infinite, here the worst case delay is also \( O(1) \).

2.5.4 Practical Constraints on Mobile Nodes

In a practical scenario the mobile agents are not aware of all the data transfer requirements before beginning their journey. They get to know new requests while serving the previously known ones. Further, the mobiles may have only a limited buffer which is not sufficient to store the data for \( n/m \) requests simultaneously as was assumed in the above analysis. Both these factors do not change the order of either throughput or delay as mobiles can address each request one after the other still achieving \( O(m/n) \) throughput per node and \( O(n/m) \) delay. However, the constants calculated above will change as the time for each trip may have to be accounted for separately.

2.5.5 Mobile and Wireless Channels

We calculated the capacity when data is transferred using only the mobile relays and multihop wireless transmission is not exploited. Let us now consider the capacity when the multihop relaying is used in addition to mobile agents. Since the mobile router is controllably mobile it can come very close to the static node it is communicating with and thus cause negligible interference to any other communication which may be simultaneously taking place. Hence, the wireless multihop relaying channel can be used simultaneously along with the mobile channel. The
capacity of wireless channel has already been shown to be $\Theta\left(\sqrt{n\log n}\right)$ in [98].

The delay for the wireless multihop relaying channel was calculated in [81] while the delay for the mobile channel was shown in section 2.5.2. Thus, data travelling on the two channels experiences the respective delays. Data may also choose the hybrid route using multi-hop wireless channel in part and relaying over a mobile node for the remaining journey, achieving a trade-off in delay and throughput among the two channels.

2.5.6 Trade-offs in the Throughput-Delay Space

The trade-offs for throughput and delay for the models in [98, 96] are considered in [81]. The curve $PRS$ in Figure 2.7$^2$ depicts that trade-off. The segment $PR$ is valid for the model in [96] where all the nodes are mobile. The segment $RS$ holds for the model in [98] using only static nodes. The per node throughput can be varied from $O(1/n)$ to $O(1)$ by paying a penalty in delay. The use of controlled mobility introduces new possibilities, shown along the curve $AB$. Different points on the curve $AB$ correspond to different values of $m$. As $m$ increases delay is reduced. The point $A$ is achieved with $m = 1$ and point $B$ is achieved with only a small increase to $m = 0.05n$.

Now consider the point $P$ in Figure 2.7. This point corresponds to the constant per node throughput achieved in [96] using the routing scheme given in [81]. However the delay is $O(n)$. The point $B$ on the other hand shows constant per node throughput at constant delay using the controlled mobility model.

$^2$The relative magnitudes of the curve as shown in the graph are valid for large $n$, since the results from [81, 96, 98] are valid only at large $n$ even though our results are valid for finite $m$ and $n$ also.
Figure 2.7: Comparison of throughput-delay trade-offs in controlled mobility and other models.

2.6 Mobile Routing Protocols

We now consider practical methods to control the paths of the mobile agents. This problem can be reduced to a known optimization problem, namely, the general pickup and delivery problem (GPDP) stated in [202, 65] as follows. Define the following variables:

- \( N \): the set of all sender-receiver pairs, where the cardinality of \( N \) is \( n \).
- \( M \): the set, with cardinality \( m \), of all the mobiles.
- \( N_i^+ \): the \( i^{th} \) data source, \( i \in \{1, 2, \ldots, n\} \).
$N_i^-$: the $i^{th}$ data destination corresponding to $N_i^+$.  

$s^+$: the start location of mobile $s$, where $s \in M$.  

$s^-$: the end location of mobile $s$, where $s \in M$.  

$M^+$: set of start locations of all the mobiles.  

$M^-$: set of end locations of all the mobiles.  

$Z$: $M^+ \cup M^-$.  

Now, $\forall i, j \in \{N^+ \cup N^- \cup Z\}$, let $d_{ij}$ denote the travel distance from location $i$ to $j$ and $t_{ij}$ is the time taken.

**Definition 2.6.1 (Mobile Path)**

A path $R_s$ for mobile $s$ is an ordered subset $Z_s \in Z$ such that:

1. **Docking Constraint**: $R_s$ starts in $s^+$ and ends in $s^-$.  

2. **Pairing Constraint**: $(N_i^+ \cup N_i^-) \cap Z_s = \emptyset$ or $(N_i^+ \cup N_i^-) \cap Z_s = N_i^+ \cup N_i^-$.  

   (This implies that if a data source is visited by mobile $s$, then $s$ must also visit the corresponding destination.)  

3. **Precedence Constraint**: If $N_i^+ \cup N_i^- \subseteq Z_s$, then $N_i^+$ is visited before $N_i^-$.  

**Definition 2.6.2 (Routing Plan for Mobile Relays)**

A routing plan is a set of routes $\mathcal{R} = \{R_s | s \in M\}$ such that:

1. $R_s$ is a valid path for mobile $s$, for each $s \in M$.  
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2. $\{Z_s | s \in M\}$ is a partition of $Z$.

3. $f(\mathcal{R})$ denotes the cost of routing plan $\mathcal{R}$.

The problem of finding the routing plan for mobile relays is then:

$$\min_{\mathcal{R} \text{ is a routing plan}} f(\mathcal{R}) \quad (2.22)$$

The cost function $f(\cdot)$ depends on the required objective. For instance, in our problem $f$ could quantify the worst case delay suffered by any packet.

Our problem, which is also a GPDP, is known to be NP-complete problem [128, 38]. Hence, heuristic approaches need to be considered. Several applicable heuristics exist. For example, the approximations for the static multiple vehicle pickup and delivery problem in [202, 57] employs the decomposition of the problem in clusters and chains. This algorithm is based on set partitioning and column generation.

So far we did not explicitly consider the buffer limit in the mobile relays and that the sender-receiver requests may not all be known at the start of the mobile relays’ journey. However, these constraints could be incorporated into the GPDP formulation and practical algorithms are also known [202, 60, 187].

Thus, practical methods are available to control the trajectories of the mobile relays and can be employed with the appropriate objective function.

2.7 Conclusions

This chapter discusses the issues of scalability, and throughput-delay tradeoffs in wireless ad hoc networks for both fixed as well as mobile models. Scalability can be controlled by making the S-D pair distribution peaked to local. When
this occurs, the local interactions will dominate resources. Thus, the cooperative signal processing and communication problems are most profitably considered in these local domains - the typical interactions (that are application specific) thus may involve relatively small numbers of nodes. Further, even though the optimization may be intricate, it is feasible because of the small numbers. The adjustment in S-D pair distribution for scalability can be done directly through cooperative signal processing to bias high volume traffic to local destinations. Average delay may also be controlled by adjusting the S-D pair distribution by biasing towards closer nodes, but this does not help with peak delay. For relay models it was shown that in conjunction with point-to-point model interesting scalability results are obtained.

We also considered the fundamental limits on throughput and delay for a network with mobile nodes using a new model for mobility. While previous work considered random mobility patterns, we discussed the scenario with controllably mobile data relays. We saw that this scenario is applicable for an emerging class of wireless network applications, such as sensor networks. Our analysis showed that controlled mobility can significantly change the throughput and delay trade-offs. In particular, networks scalability can be ensured using only a small fraction of mobile nodes and still achieve constant per node throughput at constant delay. The mobile nodes are equivalent to provisioning of extra resources. We reduced the problem of routing mobile nodes to a special case of GPDP. This formulation allows optimizing for several practical concern that network designer may have for her particular application, such as optimal number of mobile agents, total travelling time, or the worst case data transfer delay. Further work is required to determine the optimal combination of wireless multihop routing and the use of mobile relays to obtain a required performance for a given network size.
CHAPTER 3

Scalability and Source-Sensor Relations in Wireless Sensor Networks

“Embedded networks help make sense of nature, life and the world”-
San Diego Union-Tribune.

3.1 Overview of the Chapter

In the previous chapter, the scalability issues for the wireless ad hoc networks were considered. As seen in Chapter 1, sensor networks are different than ad hoc networks and hence, need a different set of rules for their architecture and protocols design. Thus, the issues regarding scalability in sensor networks could not be addressed akin to ad hoc networks. Unlike ad hoc network nodes, sensor nodes are deployed to gather data from either point or distributed phenomena. This leads to a cluster of sensors having nearly the same information, leading to correlation among themselves. Individual nodes will have some combination of sensing, signal processing and communications capability and may self-organize for a variety of cooperative sensing and communication tasks, subject to resource constraints such as energy and bandwidth [69].

Basic information theoretic questions for such networks include the minimum resources required to extract information about some source to some level of fi-
delity - a rate distortion problem, and whether the network capacity per node is scalable subject to bandwidth constraints [98]. Fidelity encompasses such concepts as spatial or temporal resolution, misidentification probability or other accuracy measures, and network quality of service related measures such as latency from initial observation. Resource constraints can include signal processing cycles, energy consumption, and information rate. Even given that source-channel coding separability fails for network information theory problems, there remain many long-standing unsolved problems for source and channel coding treated individually. However, it is possible to derive rate regions in order to answer questions about whether the required information can be extracted or the network can scale [150, 211] given resource constraints. Hence, the scalability question here, is the information extraction at the desired fidelity.

Based on the application or interest, many different information theoretic questions could be asked for data gathering networks. Examples include the many-to-one model considered in [150, 82] and the many-to-many model considered in [211]. For the many-to-many correlated coding problem considered in [211], it was concluded that the information can be extracted at the desired level of fidelity for dense networks. However this is possible only if the information rate in each sample decays at least as fast as the throughput of the network. On the other hand, [150] discusses a many-to-one problem having significantly different set of objectives and concludes that successful extraction of information (asymptotically) is not possible. Their result is however for non-bandlimited¹ field and lossless coding. Hence, every sample will contribute to some extra information. Even on increasing the sampling rate, the problem cannot be solved as for perfect reconstruction, an infinite number of samples is needed. For this particular

¹Non-bandlimited field implies that the power spectral density (psd) of the field is non-bandlimited. If the psd of the field is bandlimited, then it is called to a bandlimited field.
model, the efficiency with which the sensor network functions, degrades with the increase in the density of the sensors. Thus, the model of the sensor network and the objectives are critical to the conclusions regarding scalability.

In this chapter, the sensor network problem consists of extracting information about sources in some region to some desired level of fidelity, and transmitting this information to some gateway(s). Firstly, point phenomena such as the heat or acoustic sources are considered. For analytical simplicity, the point sources are assumed to be Gaussian. The problem of feasible rates for such networks is considered. An approach involves the dense deployment of sensors and communication relays. A sub-optimal decoupling of source and channel coding can be shown to be sufficient for achieving scalability in this context. Based on these results, we explore how the issues of scalability, source separation, and information extraction can be dealt with by altering the relative densities of sources, communication relays and the sensors. This is presented in Section 3.2.

The above mentioned technique of allowing dense deployment is, in general, not practical [174], although interesting inferences are obtained. To completely characterize the sensor network, the notion of spatial fidelity [173] is considered. In brief, spatial fidelity depends on the distance separating the point sources in Euclidean space. Section 3.3.1 considers the spatial fidelity for the point phenomena. Based on the spatial fidelity, source density, and desired distortion, the sensor density can be evaluated. The required sensor density for local cooperation can be also be calculated. These interesting source-sensors density relations are discussed in Section 3.3.2. The data fusion algorithms that might be employed are considered in Section 3.10(b).

The discussion is then extended for distributed phenomena such as a temperature field. The distributed phenomenon could be either bandlimited [206] or
non-bandlimited [150]. In practice, distributed continuous processes are, however, never fully observable. A typical approach in sensing is to sample the processes in time and space, in which the distributed phenomena are reasonably modelled as sets of correlated point sources.

The spatial fidelity criterion for distributed phenomena as considered in Section 3.5 transforms into a problem of sampling resolution. In other words, it dictates the rate at which the field should be sampled with the sensors. Obviously, for better reproduction of the field the resolution should be as fine as possible which leads to denser sampling of the field. But this, however, is highly unlikely in a real time situation. Hence, based on the field gradient or change in the sensor readings, the sensors could be either turned on or off resulting in energy conservation. For example, sensors deployed on highly smooth field [164, 249] such as $C^0$ or $C^1$ need only a few sensors functioning. On the other hand, an abruptly or frequently changing field needs a large number of sensors to have the desired reproduction quality.

For scalability in sensor networks observing distributed phenomena, one of the design principles is to have the bounded error. In other words, the errors should not propagate to distant nodes. Here, these are identified and then the techniques to bound them are discussed. In particular, a suboptimal but scalable interpolation strategy is considered in order to explore network density tradeoffs [146]. Section 3.6 considers these errors involved in sensing, transmitting and reproducing a distributed phenomenon.

Similar problems have also been considered in image processing [114, 199]. Many results from the image processing field may be applied here. However, the distributed nature of sensor networks must be considered. This results in communication cost, and hence a set of constraints on the rate. Additionally, the
sensors may be irregularly deployed and may be heterogeneous.

This chapter provides several insights into the information extraction problem and answers several vital questions regarding sensor density, cooperation, and sampling rate. This is done by considering an additional and significant parameter, spatial fidelity, that allows for complete characterization of the sensor networks. Key to above mentioned problems is the exploitation of spatial correlation that is inherent in sensor networks.

3.2 Consequences Of Decoupling Source, Sensor And Relay Densities

As discussed in Section 3.1, the basic problem in sensor network is to extract measurements of some physical phenomenon, to some desired level of fidelity, subject to constraints on energy consumption and bandwidth (resources). Nodes may also have explicit limits on signal processing and storage, which we will neglect here. By considering source, sensor and communications relay densities separately, we show that extraction of such information can be achieved without the requirement of complicated joint source-channel coding schemes, in the limit of high sensor and relay densities. Further, this formulation admits simple classification of a broad set of network information theory problems.

3.2.1 Spatial Source Separation

Consider a two-dimensional bounded region, $\mathcal{R}$. Assume a finite number of zero mean Gaussian point sources, say $m$, randomly located in $\mathcal{R}$. Unless stated otherwise, the point sources considered in this chapter are homogeneous. These
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2Homogeneous source means that all the sources are of the same type
Figure 3.1: Sensor Network deployed in bounded region $\mathcal{R}$. Here, $p = O(m)$ where, $m$ are the number of sources and $p$ represents number of sensors.

sources need to be measured and reproduced at the fusion center within some desired fidelity. For sensing purposes, $p$ sensors are randomly deployed with positive density over $\mathcal{R}$. Note that the locations of these sensors are i.i.d. Furthermore, power decays with an exponent $\alpha \geq 2$ with distance. Such a network model is depicted in Figure 3.1. The problem is now to find the rate distortion region for such a network assuming mean squared error distortion.

For now, suppose only one ($m = 1$) zero mean Gaussian point source, $X$, with variance $\sigma_X^2$ is present, sensed by $p$ sensors. Let the observation available at sensor $i$ be $Y_i$. Hence, the data available at $p$ sensors can be represented by $\{Y_i\}_{i=1}^p$. The data available at each sensor can be mathematically modelled as:

$$Y_i = X + N_i, \quad i = 1, 2, \ldots, p \quad (3.1)$$

where $N_i, i = 1, 2, \ldots, p$ represents the i.i.d. zero-mean Gaussian noise with variance $\sigma_N^2$ at the sensors. Note, that (3.1) can also be modelled as $Y_i = k_i X + N_i$ with non-identical independent noise at the sensors. The assumption of zero-mean allows the scaling to obtain (3.1). The encoding of these observations is
done independently and are jointly decoded at the receiver. If \( E(X - \hat{X})^2 \leq D \)
where \( E(\cdot) \) represents expectation, then this system reduces to the well known Gaussian CEO system described in [25, 41, 168]. Figure 3.2 depicts the Gaussian CEO coding model.

The sensors are correlated with the covariance matrix \( \Lambda \in \mathbb{R}^{p \times p} \). However, \( Y_i \)'s are conditionally independent given \( X \). For the above system, the sum-rate distortion function is given by:

\[
\sum_{i=1}^{p} R_i(D) = \frac{1}{2} \log^+ \left\{ \frac{\sigma_X^2}{D} \left( \frac{D\sigma_X^2 \rho}{D\sigma_X^2 \rho - \sigma_X^2 \sigma_Y^2 + D\sigma_Y^2} \right)^p \right\}
\]  

(3.2)

where \( \log^+ x = \max(0, \log x) \).

The Gaussian CEO system, however, cannot model the network represented in Figure 3.1. Since there is more than one source, the sensors must deal with interference from the different sources and hence the CEO model is not obvious.

When the number of sensor nodes in the network is of \( O(m) \), not all distortions are achievable regardless of the rate constraints. This is because sensors may not be close enough to sources. Also, not all the rates are achievable because capacity may not be sufficient. Here, there is an interference among information streams.
and in the signals received by each sensor and so a joint source-channel coding approach would be needed to achieve the largest rate region. There is little prospect of actually implementing such a system for large $m$, although clearly it is a rich regime for future research. More on joint source-channel coding is considered in Chapter 8.

Hence, for the network in Figure 3.1, the rate distortion bound is a hard problem to solve even for the Gaussian case. However, it can be readily converted to analytically tractable formulation by increasing the density of sensor nodes. This is depicted in Figure 3.3.

As the density of sensors is increased in a way that $p \to \infty$, there exists at least one sensor node in very close vicinity to the point source. In other words, there exists at least one sensor with no interfering signal for every source. This can be shown mathematically as in Lemma 3.2.1.

**Lemma 3.2.1** For the network in Figure 3.3, if $p \to \infty$ then, there exists at
least one sensor node in a very close vicinity of the point sources with probability tending to 1.

**Proof.** Sensor nodes are distributed with positive density at every point in $\mathcal{R}$. So, for any $\delta > 0$, $\exists X_1$ s.t. $P(\|S_i - X_1\| < \delta) = \epsilon > 0$, where $S_i$ is the sensor node and $X_1$ is the point source. For $i = 1, 2, \ldots, p$:

\[
P(\|S_i - X_1\| < \delta) = 1 - P(\|S_i - X_1\| \geq \delta) = 1 - P(\|X_1 - B_1\| \geq \delta)^p \rightarrow 1 \text{ as } p \rightarrow \infty \tag{3.5}
\]

Also, not all sensors are required to gather information. The sensor closest to the source along with the highly correlated sensors could gather information depending on the rate or distortion constraints, while others could act as relays that purely carries traffic. A variety of algorithms exist that could be used to elect these nodes [84]. In addition, a few sensors which are not required as relays could be turned off saving energy consumption. In this scenario, the rate distortion bound for the network reduces to the ensemble of individual rate distortion bounds for each point source. Every point source corresponds to an independent Gaussian CEO system. Hence, we have the separation of point sources in the network. The clear distinction of this approach from [211, 150] is that not every node need to gather information, only the closest. In most cases, coding data from only two sensors locally is sufficient to achieve desired distortion level.

The above discussion is summarized in the following theorem:

**Theorem 3.2.2 (Source Separation)** A network with finite zero-mean Gaussian point sources, say $m$, and number of sensor nodes, $p$, such that $p \gg m$, can be modelled with $m$ separate Gaussian CEO coding systems, assuming that power decays at least as the square of the distance and $p \rightarrow \infty$. 
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Proof. The proof follows from Lemma 3.2.1. Since \( p \to \infty \), the frequency reuse distance goes to zero and thus there is no interference between information pathways through the network. Hence, a simple relay is adequate for carrying the traffic even if it is not capacity achieving. For the nodes that are in very close vicinity to the Gaussian point sources, the signal-to-interference noise ratio (SINR) is very large and could be considered as tending to infinity. So, any value of distortion, \( D \), is achievable and there is no substantial interference among sources. Hence, local processing will be sufficient. In the scenario considered here, each Gaussian point source can be separated from the rest and source coding can be posed as a Gaussian CEO system. This is because Gaussian point sources are independent of each other. Since we have \( m \) point sources in the network of Figure 3.3, it can be seen as \( m \) separate Gaussian CEO systems.

The assumption that the signal decays with distance faster than some particular rate is required to avoid interference growing without bound for large fields of sources. This assumption is quite reasonable for typical deployments of sensor networks for many physical phenomena of interest.

From Theorem 3.2.2 and limiting cooperation to only \( q \) sensors, \( q \ll p \), it is evident that the data rate, \( R_{X_i}, i = 1, 2, \ldots, m \), associated with each point source is given by (3.2). In most cases, \( q = 1 \) or 2 would be sufficient. The rate distortion bound for the network will be the ensemble over the position of all the point sources. Similar to the rates, the achievable distortion for the network will be \( D = \sum_{i=1}^{m} D_{X_i} \).

Now, it is also possible that for given values of \( m, p \) and \( D \), the capacity of the network may be inadequate. However, by allowing the number of communication relays \( n \gg p \) then the information can be extracted. Large over-provisioning will enable decoupling of source and channel coding.
The sensor network model in this chapter maps closely to the distributed Gaussian CEO model considered by Pandya, et. al. in [171]. However, the assumptions and constraints considered in [171] limits an application of their result for this case. The model assumed the same density of sources and sensors. This limits the relative densities and also channel coding was not considered. Hence, the relaying of traffic cannot be addressed in this context. Moreover, the observations available at a sensor were considered helpful information rather than interference. Also, the channel matrix is constrained to be non-singular. However, in a practical system, some sources will certainly act as interference. Also, the data is required to be transmitted to a local fusion center where only a few sources need to be reproduced. Note that even for the system in Figure 3.2, only source coding was performed. Thus, the issues of decoupling source and channel cannot be answered by CEO systems.

### 3.2.2 Comparison of Scalability Results

Decoupling of source and channel for sensor networks in this section could not be considered practical and may be trivial. But based on the relative densities of sources, sensors and relays interesting comparisons with the previous known results could be sketched. This is summarized in Table 3.1.

The scalability question considered in [98] assumed the same number of sources, sensors and relays. Their conclusion is that the network is non-scalable. However, if local communication predominates, then scalability could be achieved (Chapter 2). The problem of information extraction considered in [211] had a model with a fixed number of sources. For these sources, the same number of relays and sensors were considered. It should be noted that sensor and relay densities are assumed to be greater than source density. Their conclusion was that in-
formation could be extracted as long as correlation among sensors increases fast enough. In this chapter, both scalability and information extraction problems are considered. From the source separation principle, both these questions could be positively answered as long as the sensor density is based on the desired distortion and relay density is traffic dependent for the fixed number of sources.

### 3.3 Spatial Fidelity and Collaborative Processing for Point Phenomenon

Continuing the discussion on point phenomena, the previous section considered the decoupling of source and channel coding in sensor networks by altering the relative densities of sources, sensors and relays, thus avoiding the otherwise unsolved problem of joint source-channel coding in the networks. However, deployment of
infinite sensors is not practical. The sensor density is usually finite and hence the sources are not always separable. If the point sources are near to each other as in Figure 3.4, in some cases even overlapping, there would be significant interference at a sensor, making difficult any effective sensing and thus reproduction of either of the sources. Hence, the sensor network design should incorporate these situations and for this purpose the notion of spatial fidelity is considered.

3.3.1 Spatial Fidelity

Assume that the power decays with the distance according to an exponent $\alpha \geq 2$. In order to have any reasonable sensing of the point sources there should be a minimum separation between sources in space. This will either completely or partially suppress the interference from other sources. Based on this, the following definition of spatial fidelity is presented.

**Definition 3.3.1 (Spatial Fidelity for Point Phenomenon)**

Spatial fidelity, $\delta_{ij}$, is the minimum separation between any two homogenous sources $i$ and $j$, $i \neq j$, in Euclidean space to attain the desired detection proba-
bility or reproduction quality. Thus,

\[ \| X_i - X_j \| \geq \delta_{ij}, \quad \forall \ i, j \ (i \neq j) . \]  

(3.6)

where \( \| \cdot \| \) denotes the Euclidean norm. Hence, spatial fidelity, by analogy to image processing, represents resolution. This chapter assumes the same value of spatial fidelity for any two homogeneous sources, \( \delta_{ij} = \delta, \ i \neq j \). The value of \( \delta \) depends on the applications and the desired distortion in the reproduced source.

In sensor network applications, if the sources do not satisfy spatial fidelity constraints then they are considered to be non reproducible. For instance, if two heat sources are less than some distance away to have any reliable reading, the sources are considered to be indistinguishable. However, there could be a scenario where the sources are heterogenous and even if they are not satisfying spatial fidelity constraints, the reproduction is required. In such scenarios, the sensors deployed are also heterogenous and each sensor has the specific function to accomplish and hence the signals from other non-intended sources will be treated as noise instead of interference. For instance, say an image source and sound source are sitting next to each other in a way that would not satisfy spatial fidelity constraints. For this application, the sensors deployed would be a mix of image and acoustic sensors. So for an image sensor, sound source is not an interference but noise. Hence, it is very important to consider spatial fidelity only for the homogeneous sources being sensed by the homogeneous sensors.

It should be noted that on considering spatial fidelity, the scalability issue is inherently solved. This is because, only those sources are now considered that are reproducible.
3.3.2 Collaborative processing

Spatial fidelity allows for the deployment of finite sensors for the purpose of sensing. The number of sensors required to observe the sources depends on the number of sources. Since a cluster or group of sensors is involved in gathering data from the same source, the sensors can cooperate by locally fusing their data, hence limiting the number of transmitting sensors and also exploiting spatial correlation. Here, the problem of required sensor density for given spatial fidelity, number of sources, and desired distortion is considered. Also, the number of sensors needed for local fusion is also evaluated.

3.3.2.1 Density of Locally Cooperating Sensors

Consider a circular region of radius $R_s$ containing $m$ randomly located point sources. Also deployed are $p$ uniformly distributed sensors as shown in Figure 3.5. Assume that the number of sources and sensors along with the spatial fidelity is known. For the purpose of this chapter, assume that the number of sensors per unit area, $\rho$, remains constant. Mathematically, $\rho$, is defined as:

$$\rho = \frac{p}{\pi R_s^2} \quad (3.7)$$

As discussed earlier in the chapter, each source has a group of sensors observing it rather than one dedicated sensor. Hence, multiple copies of the same information are available. However, based on the distance between source and sensor, the observation quality at each sensor will differ. In any case, it is advisable to have only one transmission per source. Ideally, the sensor with the best (or desired) signal-to-interference noise ratio (SINR) should be considered. However, if no sensor has the desired signal-to-interference noise ratio then the nodes can cooperate locally. Local fusion is also encouraged for reliable detection [242].
Figure 3.5: Data Gathering system multiple point sources and their respective cooperative region.

For the purpose of local fusion, there exists a cooperating circular region of radius $r_c$ around each source. The radius of this region certainly varies from source to source, but for the sake of simplicity assume it to be the same for all sources. Also, assume that the source localization has been already performed and hence the sensors are aware of the relative distance between them and any given source. This assumption is only for analytical tractability. Later, this assumption will be relaxed for calculating sensor density. The cooperating regions could either be non-overlapping or overlapping for any particular source. Consider a source $X_m$ being observed by $q$ sensors lying within a cooperative region as shown in Figure 3.6. The interference at the sensors is assumed only due to sources and not the communication interference from the other sensors. This is a valid assumption as the appropriate choice of medium access control (MAC) layer protocol can always prevent the communication interference. The SINR at sensor $i$ lying in
the cooperative region of $X_m$ is then:

$$\text{SINR}_i = \frac{P_{X_m} (r_{im}/r_0)^{-\alpha}}{\sigma_{N_i}^2 + \sum_{k=1}^{m-1} P_{X_k} (r_{ik}/r_0)^{-\alpha}}$$

where $\alpha$ is the path-loss coefficient, $r_{ij}$ is the Euclidean distance between the sensor $i$ and source $j$, $r_0$ is the constant of proportionality, $P_{X_j}$ is the transmitted power by source $X_j$ and $\sigma_{N_i}^2$ is the variance of zero-mean Gaussian noise, $N_i$, at sensor $i$. The denominator of (3.8) is the interference at sensor $i$:

$$I_i = \sigma_{N_i}^2 + \sum_{k=1}^{m-1} P_{X_k} (r_{ik}/r_0)^{-\alpha}$$

From geometry, see Figure 3.6, the distance between the sensor $i$ and source $k$, $k = 1, 2, \ldots, m - 1$, can be calculated to be:

$$r_{ik} = \sqrt{r_{X_mX_k}^2 + r_{im}^2 - 2r_{X_mX_k} r_{im} \cos \theta}$$

where $r_{X_mX_k}$ is the distance between the source $X_m$ and $X_k$, and $\theta$ is the measure of $\angle iX_mX_k$. If the spatial fidelity constraint, $\delta$, is satisfied by the source $X_k$ with $X_m$, then $r_{X_mX_k} \geq \delta$. If the constraint is not being satisfied then both the source $X_m$ and $X_k$ would not be considered for the reproduction at the fusion center. Hence, it is clear that the spatial fidelity will influence SINR$_i$. The larger the source separation, the higher the SINR at the sensor.
Firstly, consider the statistical approach. The probability that the sensor node will be in radius $r_c$ is:

$$P_{r_c} = \frac{\pi r_c^2}{\pi R_s^2} = \frac{r_c^2}{R_s^2} \quad (3.11)$$

Using (3.7), the above equation can be rewritten as:

$$P_{r_c} = \frac{\rho \pi r_c^2}{p} \quad (3.12)$$

Therefore, the probability that the number of sensors, $q$, in the cooperative region of $X_m$ is $k$:

$$\Pr(q = k) = \binom{p}{k} P_{r_c}^k (1 - P_{r_c})^{p-k} \quad (3.13)$$

If $p \to \infty$, then

$$\lim_{p \to \infty} \Pr(q = k) = \frac{\lambda^k}{k!} e^{-\lambda} \quad (3.14)$$

where $\lambda = \rho \pi r_c^2$. Hence, asymptotically the number of sensors in the cooperative region follows a Poisson distribution with intensity $\rho \pi r_c^2$.

Suppose $X_m$ to be a zero-mean Gaussian with the variance $\sigma^2_{X_m}$. Consider the $q$ sensors observing $X_m$ within the cooperative region. The observation available at each sensor could be modelled as:

$$Y_i = \gamma_i X_m + Z_i \quad (3.15)$$

where $i$ ranges from 1, . . . , $q$ and $\text{SINR}_i = \frac{\gamma_i^2 \sigma^2_{X_m}}{\sigma^2_{Z_i}}$. Here, $Z_i$ also considers the interference from other sources. The interference, $I_i$, in (3.9) is certainly not Gaussian for a finite number of sources. But, if $m \to \infty$, then from the central limit theorem $\sum_{k=1}^{m-1} P_{X_k} (r_{ik}/r_0)^{-\alpha}$ tends to Gaussian. $\gamma_i$’s are the inhomogeneous coefficients, modelling the practical scenario of not being identical. Based
on this, the mean squared estimate of $X_m$ is given by [205]:

$$
\hat{X}_m = \left[ (\Gamma \sigma^2_{X_m} \Gamma' + R_Z)^{-1} \Gamma \sigma^2_{X_m} \right]' Y
$$

(3.16)

where $Y$ denotes column vector $\{Y_i\}_{i=1}^q$, $\Gamma$ is a column vector $\{\gamma_i\}_{i=1}^q$ and $R_Z$ denotes the covariance matrix of noise $\{Z_i\}_{i=1}^{nc}$. Since $Z_i$’s are independent of each other $R_Z$ is a diagonal matrix. If $Z_i$’s are also identical with variance $\sigma_Z^2$, then the distortion in reproduction of source $X_m$ is given by:

$$
D = \frac{\sigma_X^2 \sigma_Z^2}{(\Gamma' \Gamma \sigma^2_{X_m} + \sigma^2_Z)}
$$

(3.17)

The distortion, $D$, clearly depends on SINR which is a function of $\delta$. This implies that $D = f(\delta)$. Using this and (3.17), the number of sensors needed for cooperation can be calculated in terms of spatial fidelity. For instance, assume $\Gamma$ to be a vector of identical elements $\gamma$. In this case, $\Gamma' \Gamma = q \gamma^2$. Hence from (3.17),

$$
q = \frac{\sigma_Z^2}{\gamma^2 \sigma^2_{X_m}} \left[ \frac{\sigma^2_{X_m}}{D} - 1 \right]^{+}
$$

(3.18)

where $x^+ = \max(0, x)$.

The above considered the case of one source having $q$ sensors locally cooperating. If $m$ sources are present satisfying the fidelity constraint, then the sensor network will have a total of $mq$ sensors locally cooperating for those $m$ sources within their assigned cooperative region.

### 3.3.2.2 Calculating Sensor Density

The analysis for calculating the sensor density involving $m$ point sources is highly complex and to some extent non-tractable. For instance, assuming the localization of sources as in the previous discussion results in a non-practical scenario and even that does not help in simplifying things. This is because calculating
the cooperating sensors could be done but evaluating the total number of relays is highly traffic dependent. Even the statistical analysis is equally difficult. For example, consider the computation of \( \Pr(\text{distance between any two sources} \geq \delta) \).

Although the sensor nodes are i.i.d. in location, the Euclidean distance between them is dependent. Hence, calculating this probability for \( m \) sources itself is complicated. Hence, simulation is performed to evaluate the sensor density for a given spatial fidelity, number of sources, and desired mean squared distortion.

The simulation setup assumes a unit area circular region with \( m \) Gaussian point sources randomly deployed. The setup is as shown in Figure 3.7. The spatial fidelity is here the user specified parameter. For the purpose of the simulations, the area of the circular region is kept constant.

Firstly, the simulation is carried out to calculate the probability that the sources do not satisfy spatial fidelity criteria. That is, the number of sources
are calculated that are spaced at distance less than \( \delta \). For this purpose, \( m \) is varied from 10 to 200. The simulation for each value of \( m \) is executed for 1000 iterations and the value of probability is calculated averaging over those values. The probability plot for different values of \( \delta \) is shown in Figure 3.8.

![Probability plot for different values of \( \delta \)](image)

**Figure 3.8:** Probability plot for the number of sources not satisfying spatial fidelity constraints.

With the increase in number of sources, the spatial separation between them will certainly reduce as the area of the region is constant. Hence at higher node density, the resolution should be finer for the desired reproduction. As seen in Figure 3.8, at higher source density, the probability of sources disobeying spatial fidelity constraint, \( \delta \), increases.

Next, simulation for the sensor density is considered. For this purpose the number of sources, \( m \), is fixed. The goal in this simulation is to know the mean squared distortion in the estimates. This will give the relation between the re-
quired number of sensors and distortion. The transmission power is assumed to decay in second order with the distance. The sensors observing the source are locally fused until the desired signal strength is obtained. More on fusion will be considered in next section. The simulation plot is given in Figure 3.9. Similar

![Simulation Plot](image)

Figure 3.9: Simulation Plot depicting the relation between the required number of sensors and mean squared distortion for different values of $\delta$. The path-loss coefficient is assumed to be 2.

to the probability simulation, each point in the plot is the ensemble average over 1000 iterations. For any particular $\delta$, with the increase in number of sensors, the distortion should decrease. This is obvious as the dense deployment of sensors provides better signal strength at the sensor along with high spatial correlation and sensor diversity. Now, as the $\delta$ increases, then the number of sources that satisfy the spatial fidelity constraint decreases. Hence, the total number of sources
to consider for reproduction decreases. This leads to the deployment of fewer sensors for higher $\delta$ as seen from Figure 3.9.

To summarize this section, the sensor networks are not well described unless spatial fidelity is considered. Introduction of spatial fidelity, inherently solves the issues regarding scalability. In addition, it also makes the calculation of sensor density possible for the desired distortion.

### 3.4 Decentralized Data Fusion Algorithms

Data fusion is encouraged in sensor networks to increases the reliability [242]. This section discusses the likely choice of data fusion structure and suggests an algorithm for decentralized fusion. Here, the fusion algorithm is presented for locally cooperating nodes. The data fusion could either include all the sensors in the cooperative region (Figure 3.5) or only a few depending on the requirements. For example, if the criterion is to have the best detection possible then it is advisable to have all the available sensors to participate in fusion. But, if only a certain level of detection is desired then not all the sensors need to participate in fusion. It is assumed that all the deployed sensor nodes have the capabilities to perform data fusion and have the knowledge of the SINR available to them.

The data aggregation in sensor network could take either of the following two forms:

1. Sensors transmit and fuse their information to a sensor leading to the lowest communication cost or with the best SINR among them. This is depicted in Figure 3.10(a). Note, that the selection of fusion node depends on the cost function.

2. Information is transmitted through chain of nodes and at every node data
Data Fusion at the sensor nodes. The dashed arrow indicates the transmission only if required.

is fused. Once the desired SINR level is obtained, further transmission along the chain ceases. For instance, say A, B, and C form the chain as $A \rightarrow B \rightarrow C$. Node A transmits to node B where their data is aggregated. If the SINR threshold is attained then further fusion stops, otherwise B transmits to C. The transmission, in general, begins from the node with maximum SINR among the group. Figure 3.10(b) shows the chain (or serial) fusion.

It is typically preferred to have chain fusion. However, it depends on applications. In this chapter, the focus is on chain fusion rather than one node fusion. Extensive research on data fusion has been done [130, 131, 145, 165, 192, 242] and still a lot has to be done yet in terms of optimality.

Previous work on the chain fusion algorithms, considered the latency as the optimizing parameter [145]. However, delay is not a constraint for local fusion. This is due to the fact that all the sensors within a local region are not distantly placed to cause notable delay and also generally the sensors locally form a complete graph (Figure 3.11), i.e. they are within one-hop distance. Here, the algorithms are proposed for two cases:
1. when all the sensor nodes in a cluster carry out fusion so as to increase estimation quality i.e. to reduce the mean square error involved in reproduction, and

2. when not all the nodes are required to participate in fusion, e.g. habitat monitoring may not need all nodes to locally fuse their data.

The solution for the first case where all the nodes cooperate, is formulated as a decentralized travelling salesman problem (TSP) \([16, 129]\) and minimum weight spanning tree problem \([77]\) on a complete graph. The objective is to find a minimum power cost fusion chain and tree respectively. The TSP is a well known NP hard problem. For the second case, the problem is formulated as a generalized Steiner tree \([230, 250]\). We propose a heuristic that prunes the nodes to get a minimal power spanning tree achieving the desired SINR.

3.4.1 All Nodes participating in cooperation.

Consider an undirected complete graph \(G\), of size \(M\), with distinct labels \(i = 1, \ldots, M\). The communications are assumed to be symmetrical so that the edges
are undirected with communication power as the associated weight, That is:

\[ e_{i,j} = e_{j,i} = P_{i,j} \quad (3.19) \]

where, \( e_{i,j} \) defines cost for an edge between nodes \( i \) and \( j \) and \( P_{i,j} \) is the communication power required between the nodes. Also, note that \( P_{i,j} \) depends on the distance between the two nodes and hence, \( P_{i,j} = f(d_{i,j}) \). The goal is now to find the Hamiltonian path, i.e. a path containing all the nodes only once, or spanning tree with minimum total weight. The total weight in this case is power. Since TSP is NP hard, there does not exist any polynomial time algorithm unless \( P = NP \). It should be clear that the sensor nodes considered here belong to a local cluster observing some phenomenon. Based on this, we now propose the algorithms.

**Algorithm 3.4.1 (Forming Fusion Chain)**

1. Start from random node \( v = u \)

2. For current sensor \( v \), go to the next sensor \( w \) in such a way that

\[ e_{v,w} = \min_{s \in \text{neighbors of } u \text{ and not in the chain yet}} (e_{v,s}). \]

3. repeat step 2 till all the sensors are added to the chain.

4. Each sensor pair \((m, n)\) change their position in the chain, if the swapping strictly reduces the total cost.

This algorithm is based on the Hamiltonian path finding for disk scheduling proposed by Gallo et al. [78]. The complexity involved in this approach is \( O(M^3) \) and reaches a constant factor times the optimal result. More sophisticated algorithms also exist that can reach \( 1+\epsilon \) times optimal, \( \forall \epsilon > 0 \), within polynomial
time but are not suitable for distributed applications like sensor networks. Note that, Algorithm 3.4.1 can also be extended to the asynchronous case, where the weight from $i$ to $j$ is different than the weights from $j$ to $i$. Also, the asynchronous case is more practical for many wireless sensor networks due to multi-path fading.

**Algorithm 3.4.2 (Forming Minimum Span Tree (MST))**

For this purpose, the distributed algorithm by Gallager et. al. [77] is considered. Each sensor operates in three states: *Sleeping, Find*, and *Found*. Sensors also keep the states of their edges as *Basic, Branch*, and *Rejected*. It is possible for the two neighboring nodes to have temporarily inconsistent state of an edge. A set of procedures is defined for different states of the system. A random sensor is awakened and starts the algorithm. For the sake of brevity, the complete routines of the algorithm are skipped. The following lemma summarizes the result:

**Lemma 3.4.3** For the complete graph $G$ of size $M$, the total number of messages required is at most $5M \log(M) + 2 \times M(M - 1)$.

### 3.4.2 Fraction of the nodes involved in fusion.

Here, not all the sensors are considered for fusion. The number of sensor nodes is limited by the desired SINR threshold. Once the desired SINR is achieved, no further fusing of data is done. This problem can be formulated as finding a Steiner tree on the complete graph, $G$. Since not all the sensors take part in fusion, the set of sensors could be divided into two categories - set of required sensors (vertices), and set of Steiner sensors (vertices). The set of required sensors is the ones that are actually needed to achieve a certain SINR but may not be optimal in terms of weight. The other set consists of the rest of the sensors. For example, if we have a local group of 10 sensors and we need only 4 to achieve the
desired SINR then these 4 sensors form the required set, while the remaining 6 are in the Steiner set. The problem is then defined as finding a minimum cost tree in $G$ that contains all the required sensors and any subset of Steiner sensors. A decentralized heuristic is proposed to find the suboptimal tree in scalable time and communication cost. There are various heuristics available for the Steiner tree [250]. One of the widely used heuristics is minimum-cost paths heuristic (MPH) [230]. This heuristic has worst-case cost performance of twice optimal cost solutions and no heuristics with a better worst-case are known [250].

**Algorithm 3.4.4**

Consider a graph $G(V,E)$ with non-negative costs $e$ (communication power) of the edges, and a subset of $V$ ($U \subseteq V$). This is assumed to be known. Now, the problem is to find a subgraph, $T$, of $G$, such that there exists a path between any pairs of $U$, and the total power cost $T$ is minimized.

1. Start from a random sensor $u \in U$. Add $u$ to $T$.

2. Add the closest neighbor of $u$, say $w$, that is not in $T$ but is in $U$. Add $w$ to $T$ and set $u = w$

3. Repeat step 2 till $U \subseteq T$ or $u \in T$ has a neighbor only in $U$ (and not in $T$).

**3.4.3 Simulation Results**

Here, the simulation of the proposed algorithms in sections 3.4.1 and 3.4.2 is presented. We consider Monte Carlo simulations for a single source with $M = 30$ sensors, uniformly distributed in a circle of radius 10 meter. The source is assumed to be at position $(0,0)$.
The simulation for Algorithms 3.4.1 and 3.4.2 is depicted in Figures 3.12(a), and 3.12(b).

Figures 3.13(a) and 3.13(b) show the results of Algorithm 3.4.4 where we assume some desired SINR and restrict the number of nodes involved in fusion based on that. Table 3.2 summarizes the result for the proposed algorithms. Note that total power cost decreases dramatically (almost three times) for the case when not all the sensors cooperate as expected. This serves as motivation to limit the number of cooperating sensors till the desired SINR is achieved.

The transport of locally fused data to the assigned fusion center is the problem of global routing in the network. For this purpose the routing algorithm suggested in Chapter 2 (Section 2.2.2), [200] could be employed.

Bayesian hypothesis testing for chain or serial networks as in Figure 3.10(b) is summarized in [242]. Along with the serial networks, various other topologies such as parallel fusion networks, tree networks, and networks with feedback are
<table>
<thead>
<tr>
<th>Proposed Algorithms (Heuristics)</th>
<th>Number of Sensors</th>
<th>Normalized Transmitted Power (Watts)</th>
<th>Aggregated SINR(dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm 3.4.1</td>
<td>30</td>
<td>0.29</td>
<td>10.02</td>
</tr>
<tr>
<td>Algorithm 3.4.2</td>
<td>30</td>
<td>0.29</td>
<td>10.02</td>
</tr>
<tr>
<td>Algorithm 3.4.4(chain)</td>
<td>18</td>
<td>0.12</td>
<td>3.62</td>
</tr>
<tr>
<td>Algorithm 3.4.4(tree)</td>
<td>15</td>
<td>0.07</td>
<td>3.84</td>
</tr>
</tbody>
</table>

Table 3.2: Comparisons of proposed heuristics for different values of desired SINR

(a) Suboptimal Minimum Weight fusion chain achieving desired SINR using decentralized algorithm 3.4.4

(b) Suboptimal Minimum Weight fusion tree achieving desired SINR using decentralized algorithm 3.4.4

Figure 3.13: Simulation plots for the Algorithm 3.4.4. Red circular node in the center indicates the source.
also considered. In practice, it is advisable to use the detection rule that is also valid for non-ergodic phenomena. For instance, if sensors are deployed to detect fire then they are sensing a non-ergodic process.

### 3.5 Spatial Fidelity for Distributed Phenomenon

The prior sections considered the data gathering system with point phenomena. This and the next section considers the sensing of distributed phenomena. Distributed phenomena such as fields could be either bandlimited or non-band limited. The sampling of these fields is one of the most challenging areas of research. In an ideal case, sampling above the Nyquist rate avoids any aliasing effect. The assumption of super Nyquist sampling also holds for this chapter. However, determining whether the field is under sampled, over sampled, or critically sampled still poses an interesting problem. These sampling issues have been considered in [83, 113, 136]. Here, sampling of the phenomenon is considered in a different context. Note that while collectively sensors are observing a distributed source, each of them is collecting data from a point source. All together, these highly correlated point sources form the distributed phenomena.

Section 3.3.1 discussed the notion of spatial fidelity for point phenomena. We now extend that definition for distributed phenomena. The idea behind the spatial fidelity, however, remains the same. That is, it represents resolution of the field.

**Definition 3.5.1 (Spatial Fidelity for Distributed Phenomenon)**

Spatial fidelity, \( \delta \), for the distributed phenomenon represents the cut-off or sampling rate. It is governed by the gradient or the change in the amplitude of the field with respect to time. Consider the distributed field as in Figure 3.14. Sup-
Figure 3.14: Distributed field with sampling interval, $\delta_0$ (sampling frequency $= 1/\delta_0$). The dashed lines between points $E$ and $F$ represent an ideal situation. Pose the field is sampled at every $\delta_0$ units. Hence, the spatial sampling frequency of the field is $1/\delta_0$. If change in the amplitude is represented by $\Delta X$, then the slope of a curve within a sample is given by (Figure 3.14): 

$$\zeta = \lim_{\Delta t \to 0} \frac{\Delta X}{\Delta t} = \frac{\partial X}{\partial l} = \frac{\partial X}{\delta}$$

However, this frequency may not result into true reproduction of the field. Consider the curve $EF$. It abruptly changes from $E$ to $F$ and hence, it is desirable to have more samples (or higher sampling rate) for the better reproduction of the field. This situation is an example of under sampling. In contrast, the region $PR$ is smooth and flat. For this region, the sampling rate could be low, that is the sample at point $Q$ is not required. With the readings at $P$ and $R$, the region could be accurately reproduced. This situation corresponds to over sampling. The critically sampled region is $AB$ in Figure 3.14. All these contribute to energy cost in sensor networks. Hence, the sampling should be adaptive. This
adaptive nature of sampling is represented by spatial fidelity. To summarize, let $\delta_0$ be the user specified spatial fidelity criterion. If $i$ and $j$ represent two points on the field, then the following three conditions for spatial fidelity, $\delta$, could be possible:

**Under Sampling**

$$\left| \frac{\Delta X}{\delta} \right| > \epsilon \quad \text{and} \quad \delta < \delta_0 \quad (3.20)$$

**Critical Sampling**

$$\left| \frac{\Delta X}{\delta} \right| \in [0, \epsilon_1] \quad \text{and} \quad \delta = \delta_0 \quad (3.21)$$

**Over Sampling**

$$\left| \frac{\Delta X}{\delta} \right| \in (\epsilon_1, \epsilon] \quad \text{and} \quad \delta > \delta_0 \quad (3.22)$$

where, $\epsilon$ and $\epsilon_1$ are positive quantities. The above three conditions define spatial fidelity for distributed sources. Note, that the above sampling criteria is proposed as heuristics.

In most cases, the user provides the lower bound on the spatial fidelity. If the lower bound is $\delta_0$, then $\delta \geq \delta_0$. With this constraint then we can reproduce the field with the desired distortion. The error in reconstruction may occur from the situations such as the region between $C$ and $D$ in Figure 3.14. The readings at both these points are the same but there is change in the readings in between which cannot be captured. However, this error does not propagate and is limited to local region.

Since the distributed source could be observed as the collection of correlated point sources, the source-sensor relations derived for point sources could be extended for distributed phenomena also.
3.6 Errors in Data Gathering System observing Distributed Phenomenon

Consider a sensor network deployed to observe a certain distributed phenomenon such as a temperature field. The sensed data are transmitted to the fusion center. Due to stringent constraints on the available data rate, the correlation among sensors should be exploited to bring down the communication cost. At the fusion center, an interpolation or approximation algorithm is used to reconstruct the source. The following errors are encountered during the process of observing the phenomenon through to reconstruction.

1. **Sensing Error:** Sensing errors are due to the ambient and circuit noise of sensor nodes, and can be reduced by increasing the number of independent observations.

2. **Quantization Error:** This error occurs during the process of quantizing (source coding) the observed data. Quantization error is constrained by the limited data rate of the network.

3. **Interpolation Error:** For a distributed source with a continuous sample path, the source is usually reconstructed at the fusion center by interpolating the measured points. This causes an interpolation error. The interpolation error is affected by both the spatial sampling rate (or mesh size) and the former two types of errors.

This section shows that the local processing in sensor networks need not result in error propagation to distant nodes.
3.6.1 Error due to Sensing

As seen, the observations at different sensors for a distributed phenomena can be considered as data generated from correlated point sources. For reasons of network sustainability, the data rate and energy is constrained. Hence, the correlation among sensors ought to be exploited to cut the rate needed to transmit the data samples.

Consider sensor \( i \), observing the zero-mean Gaussian source with variance \( \sigma_R^2 \). The observation at the sensor could be modelled as:

\[
Y_i = a_i X + Z_i, \quad i = 1, 2, \ldots, p
\]  

(3.23)

where \( Z_i \) is the i.i.d. zero-mean Gaussian noise with variance \( \sigma_Z^2 \), and \( a_i \) is the attenuation factor given by:

\[
a_i = \frac{1}{1 + \kappa r_i^2}
\]

where \( r_i \) is the distance between source and the sensor with constant \( \kappa \) that controls the dependence of attenuation on distance.

Now, we consider the effect of sensor density on the accuracy of sensing. This is depicted in Figure 3.6.1. For simulation purposes, different quantization techniques are employed. The sensing accuracy is studied under these schemes. It can be seen that for a relatively sparse sensor network \( (n \leq 50) \), the sensing error is the major contribution to the total distortion. Hence, the increase in sensing accuracy (by deploying more sensors) leads to a significant drop in distortion. As the sensor network gets denser, quantization error due to insufficient rate starts to dominate, and a rate increase reduces the distortion.

To reduce the sensing error, the data gathered by the sensors should be locally fused as discussed in the earlier sections.
Figure 3.15: Comparison of the distortion of a Max quantizer with the optimal quantizer. Here, $\sigma_X^2 = 1$, $\sigma_Z^2 = 0.0032$, $\kappa = 500$. $M/O, r \equiv$ Max/optimal quantizer with quantization rate $r$ bits per sample; Infinite rate $\equiv$ quantizer with infinite rate.

### 3.6.2 Error due to Quantization

When observing a single point source, the sensing error often dominates since a relatively small amount of information needs to be transmitted to the global fusion center. However, there is a great amount of information embedded in a distributed source. Thus, there exists a trade-off between the reduction of quantization error and the constrained network resource. Also, due to the spatial correlations of a distributed source, it is possible to significantly reduce the rate at which sensors transmit to the global fusion center. Usually attaining this
reduction entails intensive local interactions among sensors. This kind of trade-off is desirable because the energy (capacity) constraint on global transmissions (between sensors and global fusion center) is far more severe than local transmissions (among sensors and local fusion centers), whose range is bounded [174]. The data rate limits on coding correlated sources have long been studied by the image processing community.

Consider the rate-distortion problem for a two-dimensional isotropic random field with correlation function $e^{-|r|/d_c}$, where $d_c$ is the coherence distance. Nine sensors are placed in a square grid, and $s$ is defined as in Figure 3.16.

The minimum total rates required for transmitting the data collected at these nine sensors to the global fusion center are plotted in Figure 3.17. It can be seen that as the sensors become closer (with $s$ decreasing), the correlation among sensors increases. As a result, the data rate needed to transmit to the global fusion center decreases. Moreover, this rate drop can be accomplished by local fusion.
Figure 3.17: The comparison of rate-distortion with different coherence distance. Here, $a_i = 1, \sigma^2_X = 1, \sigma^2_Z = 0.01$, solid line $\equiv s/d_c = 0.4$, dashed line $\equiv s/d_c = 0.7$, dotted line $\equiv s/d_c = \infty$.

3.6.3 Error due to Interpolation

The distributed source is assumed to be continuous or at least piecewise continuous in space (for the latter, we consider one continuous piece of the sample path). The global fusion center considers the use of local interpolation algorithms such as spline fitting for the reconstruction of the distributed source. Usually, the measurements at prescribed points are assumed to be error free. In contrast, we consider the effect of sensing and quantization errors on the result of interpolation.

For reconstruction, the source is implicitly considered to be deterministic. However, it is considered to be a random process for exploiting the limits of source
coding rate. The reconciliation of these two models is reached as follows. First, minimum source rates are obtained only by considering jointly coding the i.i.d. blocks of source realizations. Second, evaluating the minimum rate demands some knowledge of the distribution of the source field. Spline fitting takes advantage of the correlation among local observations embedded in the continuity of the source. Third, information embedded in a distributed source is never completely conveyed to the fusion center. For a continuous sample path, spline fitting makes reasonable estimates of the missing data, provided that the sample points are closely spaced.

The derivation of this section is based on the cubic spline theory [4]. For the sake of simplicity, we first consider the absolute error, \(d(X, \hat{X}) = |X - \hat{X}|\), and then shall extend the arguments for the mean squared error, \(d(X, \hat{X}) = ||X - \hat{X}||^2\).

**Cubic Spline Fitting**

Consider a one dimensional cubic spline. Given the locations of \((N + 1)\) points and a set of associated ordinates \(\Delta: a = x_0 < x_1 < \cdots < x_N = b\), and \(Y: y_0, y_1, \ldots, y_N\); the spline function on \([x_{j-1}, x_j], (j = 1, 2, \ldots, N)\) is defined as:

\[
S_{\Delta} = M_{j-1} \frac{(x_j - x)^3}{6h_j} + M_j \frac{(x - x_j)^3}{6h_j} + \left( y_{j-1} - \frac{M_{j-1}h_j^2}{6} \right) \frac{x_j - x}{h_j} + \left( y_j - \frac{M_jh_j^2}{6} \right) \frac{x - x_{j-1}}{h_j} \tag{3.24}
\]
where \( h_j = x_j - x_{j-1} \). Also, \( M_j = S''_\Delta(x_j) \), the moments of the spline, satisfying the following equations [4]:

\[
\begin{bmatrix}
2 & \lambda_0 & 0 & \ldots & 0 \\
\mu_1 & 2 & \lambda_1 & \ldots & 0 \\
0 & \mu_2 & 2 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 2
\end{bmatrix}
\begin{bmatrix}
M_0 \\
M_1 \\
M_2 \\
\vdots \\
M_N
\end{bmatrix} =
\begin{bmatrix}
b_0 \\
b_1 \\
b_2 \\
\vdots \\
b_N
\end{bmatrix}
\tag{3.25}
\]

Now, consider that the appropriate end conditions and converging meshes \( \Delta_k \) (\( \lim_{k \to \infty} \| \Delta_k \| = 0 \)) are given. If the curve belongs to \( C^n[a,b] \), \( n = 0, 1, 2 \) and 3, having \( n^{th} \) continuous derivative (\( n = 0 \) is for the continuous smooth curve), and satisfying Hölder’s condition in the order of \( \alpha \) (\( 0 < \alpha \leq 1 \)), then the interpolation error uniformly converges with respect to \( x \) in \([a,b] \) (Theorem 2.3.1, 2, 3 and 4 [4]):

\[
e_1 = |f(x) - S_\Delta(x)| \leq K_1 \| \Delta_k \|^{n+\alpha}, \text{ for some constant } K_1 \tag{3.26}
\]

However, the spline reconstructed at the fusion center is not \( S_\Delta(x) \) but a shifted spline \( S^e_\Delta(x) \) due to the sensing and quantization error at measured points. Next, we determine the magnitude by which interpolation deteriorates. For this, we are given that the noise at prescribed points is bounded by: \( E|\delta y_i| \leq e_{sq} \) and \( E(\delta y_i)^2 \leq D_{sq} \).

First, consider an absolute error.

\[
e = E|f(x) - S^e_\Delta(x)| \leq |f(x) - S_\Delta(x)| + E|S_\Delta(x) - S^e_\Delta(x)| = e_1 + e_2 \tag{3.27}
\]

Note that since both \( f(x) \) and \( S_\Delta(x) \) are considered deterministic, \( E(e_1) = e_1 \). For \( e_2 \):

\[
e_2 = E \left| \sum_{i=0}^{N} \frac{\partial S_\Delta}{\partial y_i} \delta y_i \right| \leq e_{sq} \sum_{i=0}^{N} \left| \frac{\partial S_\Delta}{\partial y_i} \right| \tag{3.28}
\]
Appendix I in Section 3.8 shows that for proper end conditions $\lambda_0, \mu_N < 2$ and evenly distributed meshes (with bounded $h_j/h_{j+1}$), the following holds:

$$\beta = \sum_{i=0}^{N} \left| \frac{\partial S_\Delta}{\partial y_i} \right| \leq K_2,$$

for some finite number $K_2$

Hence the total absolute error is bounded by:

$$e \leq e_1 + \beta e_{sq} \quad (3.29)$$

Now, consider the mean squared error. Since data is locally fused before it is transmitted to the global fusion center, the correlation between the noise $\delta y_i$ at different sensors is not necessarily zero, but is bounded as:

$$E(\delta y_i \delta y_j) \leq \sqrt{E(\delta y_i)^2 E(\delta y_j)^2} \leq D_{sq}$$

We first find a bound on the mean square error between the original and noise corrupted splines with respect to $x \in [a, b]$.

$$E [S_\Delta(x) - S^e_\Delta(x)]^2 = E \left( \sum_i \frac{\partial S_\Delta}{\partial y_i} \delta y_i \right)^2$$

$$= \sum_i \left( \frac{\partial S_\Delta}{\partial y_i} \right)^2 E(\delta y_i)^2 + 2 \sum_{i \neq j} \left( \frac{\partial S_\Delta}{\partial y_i} \frac{\partial S_\Delta}{\partial y_j} \right) E\delta y_i \delta y_j$$

$$\leq \left( \sum_i \frac{\partial S_\Delta}{\partial y_i} \right)^2 D_{sq}$$

$$\leq \beta^2 D_{sq}$$

where, $D_{sq}$ is the distortion due to sensing and quantization.

The total mean square error is now given by:

$$D = E [(f(x) - S_\Delta(x)) + (S_\Delta(x) - S^e_\Delta(x))]^2$$

$$= [f(x) - S_\Delta(x)]^2 + 2 [f(x) - S_\Delta(x)] E [S_\Delta(x) - S^e_\Delta(x)]$$

$$+ E [S_\Delta(x) - S^e_\Delta(x)]^2$$

$$\leq e_1^2 + 2\beta e_1 e_{sq} + \beta^2 D_{sq}$$
Hence, the mean squared error is also bounded.

Consider the following simulation where cubic a spline is used to fit a sinusoid function based on noise corrupted data. The simulation plot of error $e_2$ and the noise due to sensing and quantization $e_{sq}$ is as shown in Figure 3.18. Simulation is done for relatively small mesh size and hence, $e \approx e_2$. For this setup, the relation between $e_2$ and $e_{sq}$ appears to be approximately linear.

This result is readily extensible to a two-dimensional doubly cubic spline defined on a rectangular grid, $\Delta_t : a = t_0 < t_1 < \cdots < t_N = b$, $\Delta_s : c = s_0 < s_1 < \cdots < s_M = d$, by noticing that a doubly cubic spline can be obtained by partial splines on $t$ and $s$ (pp. 238 [4]). The resulting error after twice one-dimensional interpolation is thus bounded by:

$$e \leq e_{1s} + \beta_s (e_{1t} + \beta_t e_{sq})$$  \hspace{1cm} (3.30)

where, $\beta_i, e_{1i}, (i = s, t)$ are the corresponding parameters on $s$ and $t$ coordinates.
A similar derivation applies to the mean squared error.

We now summarize this section. At the final reconstruction, two types of errors are to be distinguished. One is an interpolation error due to the discretizing process, and the other is an error propagated from the sensing and quantization process. The former is determined by sampling the mesh sizes.

Many local interpolation algorithms are available such as cubic Hermite, cubic Bessel, cubic B-splines [4], etc. Due to the nature of local algorithms, the error does not propagate to distant nodes. Therefore, the error would be be bounded. Thus, with finite spatial sampling, the distributed source can be reconstructed with bounded error, even with relatively simple techniques.

3.7 Conclusions

Various issues such as scalability, information extraction under fidelity constraint, local cooperation, optimal sensor density, and propagation of error in sensor networks have been considered. Discussion began with the issues of scalability, and extraction of the measurements of a physical phenomenon to a desired level of fidelity. The solution to these problems is in the relative densities of sources, communication relays and sensors as summarized in Table 3.1.

For sensor networks, we believe that the main objective is information extraction to some level of fidelity. The objective of scalability and information extraction under a distortion criterion is attainable by the independent play of the relative densities of sensors, sources and relays. This can be shown by allowing the sensor density to be much greater than that of sources. This we term as source separation principle. Hence, the network now consists of independent Gaussian CEO systems. The source separation leads to the useful abstraction
that the scale for specialized communications and signal processing for linkage to
the physical world need not be large in the limit of high sensor density relative to
the source density. At the networking and higher layers, the standard approaches
for large scale networks can be utilized.

The cases where sources, communication relays and sensors density are ap-
proximately the same are much more difficult problems. This is because as we
approach the critical sampling density (such as Nyquist sampling), larger scale in-
teractions are required, and the communication and source coding become tightly
coupled. If the number of sensors is limited, certain distortion values are not
achievable regardless of the data rate available. Notice that both distortion and
capacity must be considered jointly since the data rate must also be achievable,
and if we use some efficient scheme, we might use fewer resources in extracting
the necessary information. Such problems remain both open and interesting.

However, the source separation principle leads to non-practical solutions. So
the notion of spatial fidelity is considered to completely characterize the sensor
network. In a broad sense, spatial fidelity is the desired separation between the
point sources. For a distributed phenomenon, it translates into desired and/or
adaptive sampling frequency. This is analogous to the resolution of pixels in im-
age processing. For reliability, the data is considered to be fused locally. Based
on the spatial fidelity and SINR available at the sensors, sensor density for lo-
cal cooperation is calculated. Further, the relation between sensor density and
desired distortion was evaluated, assuming the knowledge of sources and spatial
fidelity. The ideas for a point phenomenon were then extended to distributed
phenomena.

In particular, the distortions due to sensing, quantization and interpolation in
sensor networks observing distributed phenomena are identified. The distributed
phenomenon is modelled as correlated point sources. Sensing error is determined by measurement noise and signal attenuation, which can be reduced by improving sensor coverage and increasing the number of observations. When observing a distributed source, network capacity may become strained due to the large raw information rate. In this case, local cooperation and fusion based on correlations among nearby observations can be used to bring down the quantization rate, which is bounded by rate-distortion theory. Here, we considered cubic splines as the local algorithm to reconstruct the continuous sources. The total error was found to converge at least on the same order of sensing and quantization error given appropriate mesh sizes.

There remain a large set of open problems with varying ratios of sources, relays, and sensors densities for point phenomena. There are many resource optimization problems that will differ in character according to communication resources and source densities. Among the optimization parameters are energy, bandwidth and latency. The extension to non-Gaussian sources may also be challenging. Many topics for future research in this general area suggest themselves. Different sensing models can be proposed, which will lead to different behaviors for the sensing error. Alternative practical local fusion algorithms can be designed and compared to the rate bounds. In this chapter, only source coding was considered, but channel coding enters the picture either by setting the limits on quantization rate or joint source-channel coding. The convergence of distortion with other interpolation schemes (besides the cubic spline) in the presence of sensing and quantization noise can also be studied.
3.8 Appendix I - Boundedness of $\sum_{i=0}^{N} |\frac{\partial S_{\Delta}}{\partial y_i}|$

Rearrange the cubic spline function for $x_{j-1} \leq x \leq x_j$ as:

$$S_{\Delta}(x, y_0, y_1, \ldots, y_N) = \alpha_j M_{j-1} + \beta_j M_j + \gamma_j y_{j-1} + (1 - \gamma_j) y_j$$

$$\alpha_j = \left[ \frac{(x_j - x)^3}{6 h_j} - \frac{h_j(x_j - x)}{6} \right], \quad |\alpha_j| \leq \frac{h_j^2}{9\sqrt{3}}$$

$$\beta_j = \left[ \frac{(x - x_j)^3}{6 h_j} - \frac{h_j(x - x_{j-1})}{6} \right], \quad |\beta_j| \leq \frac{h_j^2}{9\sqrt{3}}$$

$$0 \leq \gamma_j = \frac{(x_j - x)}{h_j} \leq 1$$

On differentiating the spline function about $y_i$:

$$\frac{\partial S_{\Delta}}{\partial y_i} = \alpha_j \frac{\partial M_{j-1}}{\partial y_i} + \beta_j \frac{\partial M_j}{\partial y_i} + \gamma_j \delta_{i,j-1} + (1 - \gamma_j) \delta_{i,j}$$

$$\delta_{i,j} = \begin{cases} 
1 & \text{when } i = j \\
0 & \text{otherwise}
\end{cases}$$

Taking the absolute values on both sides and summing all the equations over $i = 0, 1, \ldots, N$:

$$\sum_{i=0}^{N} \left| \frac{\partial S_{\Delta}}{\partial y_i} \right| \leq \frac{h_j^2}{9\sqrt{3}} \sum_{i=0}^{N} \left[ \left| \frac{\partial M_{j-1}}{\partial y_i} \right| + \left| \frac{\partial M_j}{\partial y_i} \right| \right] + 1. \quad (3.31)$$

Now, differentiate both sides of Equation (3.25) about $y_i$:

$$\begin{bmatrix}
\frac{\partial M_0}{\partial y_i} \\
\frac{\partial M_1}{\partial y_i} \\
\vdots \\
\frac{\partial M_N}{\partial y_i}
\end{bmatrix} = \begin{bmatrix}
2 & \lambda_0 & \ldots & 0 \\
\mu_1 & 2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 2
\end{bmatrix}^{-1} \begin{bmatrix}
\frac{\partial d_0}{\partial y_i} \\
\frac{\partial d_1}{\partial y_i} \\
\vdots \\
\frac{\partial d_N}{\partial y_i}
\end{bmatrix} = \mathbf{B}^{-1} \begin{bmatrix}
\frac{\partial d_0}{\partial y_i} \\
\frac{\partial d_1}{\partial y_i} \\
\vdots \\
\frac{\partial d_N}{\partial y_i}
\end{bmatrix} \quad (3.32)$$

Observe that,

$$\frac{\partial d_i}{\partial y_i} = \frac{6\delta_{i,i+1}}{h_j(h_j + h_{j+1})} - \frac{6\delta_{i,j}}{h_j h_{j+1}} + \frac{6\delta_{i,j-1}}{h_j(h_j + h_{j+1})}$$
On taking the absolute values on both sides of Equations (3.32), and summing over \( i = 0, 1, \ldots, N \), it follows that:

\[
\sum_{i=0}^{N} \begin{bmatrix} \left| \frac{\partial M_0}{\partial y_i} \right| \\ \left| \frac{\partial M_1}{\partial y_i} \right| \\ \vdots \\ \left| \frac{\partial M_N}{\partial y_i} \right| \end{bmatrix} \leq \| B^{-1} \| \sum_{i=0}^{N} \begin{bmatrix} \left| \frac{\partial d_0}{\partial y_i} \right| \\ \left| \frac{\partial d_1}{\partial y_i} \right| \\ \vdots \\ \left| \frac{\partial d_N}{\partial y_i} \right| \end{bmatrix} \leq \frac{12}{h_j h_{j+1}} \| B^{-1} \|
\]

where \( \| B^{-1} \| \) is the row-max norm of matrix \( B^{-1} \) (p. 20 [4]). For proper end conditions \( (\lambda_0, \mu_N < 2) \), [4] shows that the following is true:

\[
\| B^{-1} \| \leq \max \left[ (2 - \lambda_0)^{-1}, (2 - \mu_N)^{-1}, 1 \right]
\]

Therefore,

\[
\sum_{i=0}^{N} \left| \frac{\partial S_{\Delta}}{\partial y_i} \right| \leq 1 + \frac{8 \sqrt{3} \eta}{9},
\]

\[
\eta = \max \left[ (2 - \lambda_0)^{-1}, (2 - \mu_N)^{-1}, 1 \right] \left( \frac{h_j}{h_{j+1}} \right)
\]

Thus, for meshes with bounded \( \left( \frac{h_j}{h_{j+1}} \right) \), the quantity \( \sum_{i=0}^{N} \left| \frac{\partial S_{\Delta}}{\partial y_i} \right| \) is bounded.
CHAPTER 4

Rate-Distortion Bounds on the Multiple Gaussian Sources

A thorough understanding of the mathematical foundation and its communication application is surely a prerequisite to other applications. - C. E. Shannon, “The Bandwagon”, March 1956.

A network information theoretic problem that arises when information from multiple distributed correlated sources is to be communicated to a single receiver has been dealt with in this chapter. Distributed detection of phenomena is an important problem in sensor networks [204, 70, 181]. It is known that higher reliability and lower probability of detection error can be achieved using multiple observations from a distributed set of sensors and intelligent fusion algorithms [242]. We consider the source coding problem for such a multiterminal scenario.

The multiterminal coding theory problem for two correlated memoryless sources with separate encoders was first addressed by Slepian and Wolf [221]. A related problem of source coding with side information when only one of the sources is reproduced was considered in (Section 14.8, [54]). However, both the above problems considered lossless reproduction. Han and Kobayashi [102], and Csiszar and Korner [56] have also focused on special extensions of Slepian and Wolf. We consider the related problem when multiple correlated sources are available and only one of them is reproduced but instead of lossless coding, the rate-distortion
version is considered.

Wyner and Ziv [253, 252] had solved the rate distortion coding problem with uncoded side information, summarized in (Section 14.9, [54]). Related problems have also been considered by Berger [20], Kaspi and Berger [126], Berger et. al. [23], Tung [241] and Berger and Yeung [24]. Oohama [167] solved an extension of the Wyner-Ziv problem when the side information is also coded, for the case of two sources. The extension to more than two sources was considered in [169] when the sources are conditionally independent given one of them. We consider the general problem when sources are correlated and the conditional independence does not hold.

Such a problem is of practical importance in coding when multiple sensors are measuring correlated data. For instance, a network of multiple sensors may be installed to monitor a physical environment, consisting of some resource constrained wireless sensors and some wired sensors. The wireless sensors may be deeply embedded into the environment and hence close to the phenomenon of interest while the wired sensors are farther off. Networked Infomechanical System (NIMS) [122, 123] is an example of such a system. In this case, the wired sensors can provide side information to reduce the coding rate or distortion in the data stream produced by the sensor of interest. We refer to the sensors providing side information as helpers while the sensor whose measurements are to be reproduced is referred to as the main source. The rate required at the main source is of concern since this source is wireless and resource constrained.

The objective is to find the rate distortion relation between the rate of the main source and the distortion in reproduction, for any arbitrary positive set of rates available for the helpers [172]. The helper rates are assumed to be free (unconstrained) and may be very large in some situations, such as when the
helper information is transmitted over high bandwidth wired channels. The exact problem, referred to as the $m$-helper problem, is specified in the next section.

The $m$-helper region is then used to obtain the outer region of the multiterminal problem proposed by Berger and Tung [20, 241, 170]. The interest here is to reproduce all the sources at the fusion center.

We shall assume that the sources are Gaussian. A Gaussian source represents the maximum information content and would lead us to the worst case rate-distortion bound in case of the single source problem. Hence, considering it for multiple sources seems to be intuitively justifiable. A further attraction is analytical tractability.

### 4.1 Analytic Formulation of $m$-helper Problem

Let $X, Y_1, \ldots, Y_m$ be correlated random variables such that \( \{X_t, Y_{1t}, \ldots, Y_{mt}\}_{t=1}^{\infty} \) are jointly normal, stationary and memoryless sources. For each observation time $t = 1, 2, 3, \ldots$, the random $(m+1)$-tuple $(X_t, Y_{1t}, \ldots, Y_{mt})$ takes a value in the $(m+1)$-dimensional real space $X \times Y_1 \times \ldots \times Y_m$. The probability density function \( p_{X,Y_1,\ldots,Y_m} (x, y_1, \ldots, y_m) \) is $N \left( 0, \Lambda \right)$ where, the covariance matrix, $\Lambda$, is given by

\[
\begin{pmatrix}
\sigma_X^2 & \rho_{XY_1}\sigma_X\sigma_{Y_1} & \cdots & \rho_{XY_m}\sigma_X\sigma_{Y_m} \\
\rho_{XY_1}\sigma_X\sigma_{Y_1} & \sigma_{Y_1}^2 & \cdots & \rho_{Y_1Y_m}\sigma_{Y_1}\sigma_{Y_m} \\
\vdots & \vdots & \ddots & \vdots \\
\rho_{XY_m}\sigma_X\sigma_{Y_m} & \rho_{Y_1Y_m}\sigma_{Y_1}\sigma_{Y_m} & \cdots & \sigma_{Y_m}^2
\end{pmatrix}
\]

with $-1 < \rho_{ij} < 1$, $(i,j) \in (X, Y_1, \ldots, Y_m)$. Let $n$ independent instances of \( \{X_t\}_{t=1}^{\infty} \) be $X^n = \{X_1, X_2, \ldots, X_n\}$ and similarly $Y_i^n = \{Y_{i1}, Y_{i2}, \ldots, Y_{in}\}$, for $i = 1, 2, \ldots, m$. Consider the system depicted in Figure (4.1). Data sequences $X^n$ and $Y_i^n$ are separately encoded to $\varphi_0 (X^n)$ and $\{\varphi_i (Y_i^n)\}_{i=1}^m$. The encoder
functions $\varphi_0$ and $\varphi_i$’s are defined by

$$\varphi_0 : \mathcal{X}^n \to \mathcal{C}_0 = \{1, 2, \ldots, C_0\}$$

$$\varphi_i : \mathcal{Y}_i^n \to \mathcal{C}_i = \{1, 2, \ldots, C_i\}$$

The coded (compressed) sequences are sent to a fusion center, and the rates are

$$\frac{1}{n} \log C_i \leq R_i + \delta, \quad i = 0, 1, 2, \ldots, m$$

where $\delta$ is an arbitrary positive number. Note that, all logarithms in this paper are to the base 2. The decoder function observes the $(m+1)$-tuplet

$$(\varphi_0 (X^n), \varphi_1 (Y_1^n), \ldots, \varphi_m (Y_m^n))$$

to estimate the main source as $\hat{X}^n$. The decoder function $\psi_0$ is given by

$$\psi_0 : \mathcal{C}_0 \times \mathcal{C}_1 \times \ldots \times \mathcal{C}_m \to \mathcal{X}^n$$

Note that the goal is to reproduce only $X$, the main source. The other sources, $\{Y_i\}_{i=1}^m$, are used as helpers, and are not reproduced. Hence, there is no distortion constraint on the helpers. Any available rate can be used for coding the helper information. Let

$$d_0 : \mathcal{X}^2 \to [0, \infty)$$
be the squared distortion measure. The average distortion, \( \Delta_0 \), for

\[
\hat{X}_n = \psi_0 (\varphi_0 (X^n), \varphi_1 (Y_1^n), \ldots, \varphi_m (Y_m^n))
\]

is defined by,

\[
\Delta_0 = E \frac{1}{n} \sum_{t=1}^{n} d_0 \left( X_t, \hat{X}_t \right) \leq D_0
\]

The \( m \)-helper problem is to find the rate-distortion relation between \( R_0 \) and \( D_0 \) for the above coding system.

An attempt to derive the rate-distortion region for the general Gaussian case was made in [9, 8], but that derivation was not for the most general situation. Specifically, consider equation (3.5) in [8]:

\[
n (R_x + \delta) \geq \log C_1 \\
\geq H (W_x) \\
\geq I (X^n; \hat{X}^n) - \frac{1}{n} \sum_{k=1}^{n} I (X^n; W_k) \quad (4.1)
\]

where \( W_x = \varphi_x (X^n) \) and \( W_i = \varphi_i (Y_i^n) \). The second term in (4.1) i. e.

\[
\frac{1}{n} \sum_{k=1}^{n} I (X^n; W_k)
\]

is the problem term. This term does not account for the correlation between \( W_i \)'s.

### 4.2 Solving the \( m \)-helper problem

With the constraints and definitions as described in Section 4.1, we state the following theorem:
Theorem 4.2.1 For the $m$-helper coding system, data streams from correlated Gaussian sources can be fused to reduce the data rate, $R_0$, required for source $X$. $R_0$ satisfies the lower bound:

$$R_0(D_0) \geq \frac{1}{2} \log \left[ \frac{\sigma_X^2}{D_0} \prod_{i=1}^{m} (1 - \rho_i^2) \Gamma_i \right]$$

(4.2)

where $\Gamma_i = 1 - \rho_{XY_i | (Y_1, ..., Y_{i-1})}^2 + \rho_{XY_i | (Y_1, ..., Y_i-1)}^2 \cdot 2^{-2R_i}$, $\rho_i^2 = 1 - \frac{\sigma_{X|Y_1, ..., Y_{i-1}}^2}{\sigma_X^2}$, and $\log^+ x = \max \{ \log x, 0 \}$.

Proof. To simplify the presentation we derive the rate-distortion region for the 2-helper case (Figure 4.2) and then generalize it for the $m$-helper system. Set $W_0 = \varphi_0(X^n)$, $W_1 = \varphi_1(Y_1^n)$ and $W_2 = \varphi_2(Y_2^n)$. Then

$$n(R_0 + \delta) \geq \log C_0$$

$$\geq h(W_0)$$

$$\geq h(W_0 | W_1, W_2)$$

$$= I(X^n; W_0 | W_1, W_2)$$

$$\geq I(X^n; W_0, W_1, W_2) - I(X^n; W_1, W_2)$$

$$\geq I(X^n; \hat{X}^n) - I(X^n; W_1) - I(X^n; W_2 | W_1)$$

(4.3)

Here, $(a)$ holds because conditioning reduces entropy, $(b)$ is obtained using the fact that $W_0$ is a function of $X^n$, and $(c)$ follows from the chain rule of mutual
information. Now we express the rate of the second helper, accounting for the correlation among the helpers:

\[ n(R_2 + \delta) \geq \log C_2 \]
\[ \geq h(W_2) \]
\[ \geq h(W_2|W_1, Y_1^n) \]
\[ = I(Y_2^n; W_2|W_1, Y_1^n) \quad (4.4) \]

Observe that for \( i = 1, 2, \)

\[ W_i \rightarrow Y_i^n \rightarrow X^n \quad (4.5) \]
\[ (W_1, W_2) \rightarrow (Y_1^n, Y_2^n) \rightarrow X^n \]

are Markov chains. We use (4.3) to derive a lower bound on \( R_0. \) For this, let

\[ F_n(D_0) = \inf \frac{1}{n} I(X^n; \hat{X}^n) \]
\[ G_{n1}(R_1) = \sup_{W_1} \frac{1}{n} I(X^n; W_1) \]
\[ \quad \quad W_1 : \frac{1}{n} I(Y_1^n; W_1) \leq R_1 \]
\[ \quad \quad W_1 \rightarrow Y_1^n \rightarrow X^n \]
\[ G_{n2}(R_2) = \sup_{W_2} \frac{1}{n} I(X^n; W_2|W_1) \]
\[ \quad \quad W_2 : \frac{1}{n} I(Y_2^n; W_2) \leq R_2 \]
\[ \quad \quad (W_1, W_2) \rightarrow (Y_1^n, Y_2^n) \rightarrow X^n \quad (4.6) \]

Therefore,

\[ R_0 + \delta \geq F_n(D_0 + \delta) - G_{n1}(R_1 + \delta) - G_{n2}(R_2 + \delta) \quad (4.7) \]

A lower bound on \( F_n(D_0) \) can be derived as in [167]:

\[ F_n(D_0) \geq \frac{1}{2} \log \frac{\sigma_X^2}{D_0} \quad (4.8) \]
An upper bound on $G_{n1}(R_1)$ is as derived in [167]:

$$G_{n1}(R_1) \leq \frac{1}{2} \log \left( \frac{1}{1 - \rho_{XY_1}^2 + \rho_{XY_1}^2 \cdot 2^{-2R_1}} \right) \tag{4.9}$$

Now we consider $G_{n2}(R_2)$. This is different from the calculation of $G_{n1}(R_1)$ as the correlation between $Y_1$ and $Y_2$ also needs to be considered. To evaluate $G_{n2}(R_2)$, define the random variables $X(y_1) = X|Y_1 = y_1$ and $Y_2(y_1) = Y_2|Y_1 = y_1$. Now, $E[X(y_1)|Y_2(y_1)] = aY_2(y_1)$, where $a = \rho_{XY_2|Y_1} \frac{\sigma_{X|Y_1}}{\sigma_{Y_2|Y_1}}$. Hence, we can write

$$X(y_1) = aY_2(y_1) + N$$

where $N$ is a zero-mean Gaussian random variable with variance $\sigma_N^2 = \sigma_{X|Y_1}^2 \left( 1 - \rho_{XY_2|Y_1}^2 \right)$ and is independent of $Y_2(y_1)$.

Since the sequences are memoryless, this leads to

$$X^n(y_1^n, w) = aY_2^n(y_1^n, w) + N^n \tag{4.10}$$

where $w = (w_1, w_2)$, $X^n(y_1^n, w)$ is the conditional random variable $X^n$ conditioned on $Y_1^n = y_1^n$ and $W = w$, and $Y_2^n(y_1^n, w)$ is similarly defined.

Using the entropy power inequality [54, 28] in (5.12),

$$2^{2h(X^n(y_1^n, w))} \geq 2^{2h(aY_2^n(y_1^n, w))} + 2^{2h(N^n)}$$

$$= 2^{2h(N)} + a^2 2^{2h(Y_2^n(y_1^n, w))} \tag{4.11}$$

The entropy of $N$ can be substituted in the above expression. This entropy is given by:

$$h(N) = \frac{1}{2} \log \left\{ 2\pi e \left( \sigma_N^2 \left( 1 - \rho_{XY_2|Y_1}^2 \right) \right) \right\}$$

where $\sigma_N^2 = \sigma_X^2 \left( 1 - \rho_{XY_1}^2 \right)$. With this, (4.11) becomes

$$2^{2h(X^n(y_1^n, w))} \geq a^2 2^{2h(Y_2^n(y_1^n, w))} + 2\pi e \left[ \sigma_X^2 \left( 1 - \rho_{XY_1}^2 \right) \left( 1 - \rho_{XY_2|Y_1}^2 \right) \right]$$
Taking the logarithm of the above equation, we get:

\[
\frac{1}{n} h(X^n(w, y^n_1)) \geq T \left( \frac{1}{n} h(Y^n_2(y^n_1, w)) \right)
\]

(4.12)

where:

\[
T(x) = \frac{1}{2} \log \left[ a^2 2^{2x} + 2\pi e \sigma_X^2 \left\{ (1 - \rho_{XY}^2)(1 - \rho_{XY}^2 \mid Y_1) \right\} \right]
\]

(4.13)

Next, we take expectations on both sides of (5.15) with respect to \( W = (W_1, W_2) \) and \( Y^n_1 \). Note that from the definition of our conditional random variables, it follows that

\[
E_{W,Y^n_1}[h(X^n(w, y^n_1))] = h(X^n \mid W, Y^n_1)
\]

\[
E_{W,Y^n_1}[h(Y^n_2(w, y^n_1))] = h(Y^n_2 \mid W, Y^n_1)
\]

where \( E_Z[\cdot] \) denotes expectation w.r.t. \( Z \). Observe that \( T(x) \) is a convex function of \( x \). Applying Jensen’s inequality, we get

\[
\frac{1}{n} h (X^n \mid Y^n_1, W) \geq T \left( \frac{1}{n} h(Y^n_2 \mid Y^n_1, W) \right)
\]

(4.14)

Since \( T(x) \) is monotone increasing with respect to \( x \), the inequality is preserved.

From the definition of mutual information, (5.16) can be rewritten as,

\[
\frac{1}{n} h (X^n \mid Y^n_1, W_1, W_2) \geq T \left( \frac{1}{n} h(Y^n_2 \mid Y^n_1) - \frac{1}{n} I(Y^n_2 \mid W_1, W_2 \mid Y^n_1) \right)
\]

By the chain rule of mutual information,

\[
I(Y^n_2; W_1, W_2 \mid Y^n_1) = I(Y^n_2; W_1 \mid Y^n_1) + I(Y^n_2; W_2 \mid W_1, Y^n_1)
\]

Also, from the definition of \( W_1 \) it follows that \( I(Y^n_2; W_1 \mid Y^n_1) = 0 \). Using this in (4.15), we get

\[
\frac{1}{n} h (X^n \mid W_1, W_2, Y^n_1) \geq T \left[ \frac{1}{n} h(Y^n_2 \mid Y^n_1) - \frac{1}{n} I(Y^n_2; W_2 \mid W_1, Y^n_1) \right]
\]
Now, using (4.4) in the above equation:

\[
\frac{1}{n} h(X^n|W_1, W_2, Y^*_n) \geq T \left( \frac{1}{n} h(Y^*_2|Y^*_1) - R_2 \right)
\]

This can be used to derive \(G_{n2}(R_2)\), defined in (4.6), as follows:

\[
\frac{1}{n} I(X^n; W_2|W_1) = \frac{1}{n} h(X^n|W_1) - \frac{1}{n} h(X^n|W_1, W_2) \\
\leq \frac{1}{n} h(X^n) - \frac{1}{n} h(X^n|W_1, W_2, Y^*_n) \\
\leq \frac{1}{n} h(X^n) - T \left( \frac{1}{n} h(Y^*_2|Y^*_1) - R_2 \right) \\
= \frac{1}{2} \log (2\pi e \sigma^2_X) - T \left( \frac{1}{2} \log (2\pi e \sigma^2_{Y_2|Y_1}) - R_2 \right)
\]

where (a) holds because conditioning reduces entropy, and (b) follows from (4.15).

Now, expressing \(T(x)\) using (4.13) with \(x = \frac{1}{2} \log (2\pi e \sigma^2_{Y_2|Y_1}) - R_2\) we obtain

\[
G_{n2}(R_2) \leq \frac{1}{2} \log \left( \frac{1}{(1 - \rho^2_{XY1}) \Gamma_2} \right)
\]

where, \(\Gamma_2 = 1 - \rho^2_{XY2|Y_1} + \rho^2_{XY2|Y_1} \cdot 2^{-2R_2}\)

Finally, using (4.8), (4.9) and (4.16) in (4.7) we get:

\[
R_0 + \delta \geq \frac{1}{2} \log \frac{\sigma^2_X}{D_0 + \delta} + \frac{1}{2} \log \left( (1 - \rho^2_{XY1}) + (1 - \rho^2_{XY2|Y_1} + \rho^2_{XY2|Y_1} \cdot 2^{-2R_2}) \right) \\
+ \frac{1}{2} \log \left( (1 - \rho^2_{XYi}) (1 - \rho^2_{XY2|Y_1}) + \rho^2_{XY2|Y_1} \cdot 2^{-2R_2} \right)
\]

Letting \(\delta \to 0\), the outer region for the two helper case becomes:

\[
R_0(D_0) \geq \frac{1}{2} \log \left[ \frac{\sigma^2_X}{D_0} \prod_{i=1}^{2} (1 - \rho^2_i \Gamma_i) \right]
\]

where \(\Gamma_i = 1 - \rho^2_{XYi}(Y_{i-1}) + \rho^2_{XYi}(Y_{i-1}) \cdot 2^{-2R_i}\),

and \(\rho^2_i = 1 - \frac{\sigma^2_{X|Y_{i-1}}} \sigma^2_{X}\) leading to \(\rho^2_1 = 0\), and \(\rho^2_2 = \rho^2_{XY1}\). Since the joint distribution \(p_{X,Y_1,Y_2}(x, y_1, y_2)\) is known, the correlation coefficient \(\rho_{XY2|Y_1}\), required for
evaluating $\Gamma_2$, can be calculated to be:

$$\rho_{XY_2|Y_1} = \frac{\rho_{XY_2} - \rho_{XY_1}\rho_{Y_1Y_2}}{\sqrt{1 - \rho_{XY_1}^2\sqrt{1 - \rho_{Y_1Y_2}^2}}}$$

Generalizing the two helper case to $m$-helpers using exactly the same arguments as above, we obtain Theorem 4.2.1.

Note that when there is no helper, (4.2) collapses to the classic Gaussian rate-distortion expression [54]:

$$R_0(D_0) \geq \frac{1}{2} \log \frac{\sigma_X^2}{D_0}$$

(4.17)

We now consider some examples for which our derived rate-distortion region for the $m$-helper system collapses to previously known cases.

### 4.2.1 One-helper System.

On substituting $m = 1$ in (4.2), we obtain:

$$R_0 \geq \frac{1}{2} \log \left[ \frac{\sigma_X^2}{D_0} \left( 1 - \rho^2 + \rho^2 \cdot 2^{-2R_1} \right) \right]$$

where $\rho$ is the correlation between the main source $X$ and the helper $Y$. This is same as the result stated in [167].

### 4.2.2 Two-helpers with $R_2 = 0$.

Consider a main source $X$ and two helpers $Y_1$ and $Y_2$. Since $R_2 = 0$, there is no help obtained from $Y_2$. This is equivalent to the one helper case and thus we should obtain the rate for one-helper. On substituting $m = 2$ and $R_2 = 0$ in (4.2), we obtain:

$$R_0 \geq \frac{1}{2} \log \left[ \frac{\sigma_X^2}{D_0} \left( 1 - \rho_{XY_1}^2 + \rho_{XY_1}^2 \cdot 2^{-2R_1} \right) \right]$$

which is indeed the expected rate.
4.3 Significance of Helpers

We now consider the potential benefit that may be derived from using the helper rates to reduce the distortion in reproduction.

Suppose a sensor is able to report on source $X$. Also, suppose two other sensors, $Y_1$ and $Y_2$ (helper sources), are able to sense the source. However they are farther from the source than $X$ and hence their measurements are not worth reproducing. The algorithm for selecting which sensors act as helpers may depend on the quality of measurement at each sensor.

Assume now that the correlation of the helpers with the source $X$ depends on their distances from $X$. Let the correlation, $\rho$, follow an inverse power law with distance, $d$:

$$\rho = \frac{\rho_0}{d^\alpha}$$

where $\rho_0$ is a constant of proportionality. Let us take $\alpha = 2$ and evaluate $R_0(D_0)$. Other correlation models can also be used, such as exponential in distance [150, 206].

Suppose that each of the helpers is located at distance $d = 1$ from the main source $X$, and if the three sensors lie along a straight line, the distance between the two helpers becomes $d = 2$ as depicted in Figure 4.3.

$R_0(D_0)$ is plotted for this scenario in Figure 4.4. The figure shows that the rate $R_0$ is reduced when the helpers are used. While the maximum potential
Figure 4.4: Rate-distortion bounds with multiple helpers. The correlations values are: $\rho_{XY_1} = 0.7$, $\rho_{XY_2} = 0.7$, and $\rho_{Y_1Y_2} = 0.175$.

benefit is shown by the curve using infinite rates for both the helpers, it can be observed that even with a finite rate, the helpers improve the distortion in the reproduction of $X$. Also, the graph shows that using more helpers reduces the rate further. However, it may be noted that in practice the distance between the sources will increase as more and more sources are added and hence the correlation will fall. This will make more sources yield diminishing improvement in the rate-distortion performance.
Figure 4.5: The separate coding system for \( m + 1 \) correlated sources

### 4.4 Multiterminal Coding System

So far we discussed the performance bounds of the \( m \)-helper systems and its implications. The solution of \( m \)-helper could be efficiently used to derive the outer region of the system proposed by Berger and Tung [20, 241] as depicted in Figure 4.5. We shall now call this the “Separate Coding System”. The solution for the most general case of the separate coding system is not yet known. However, the special cases of separate coding system such as two sources in Gaussian setup [20, 167, 110, 166], and source coding with high resolution [144, 259], are solved and well understood. Here, we shall derive the outer bounds on such systems considering \( m + 1 \) correlated sources rather than two sources as solved previously using our \( m \)-helper results.

#### 4.4.1 Analytic Formulation : \( m + 1 \)-Separate Correlated Sources

Similar to \( R_0(D_0) \) derived in Section 4.2, we have \( R_1(D_1), \ldots, R_m(D_m) \). The rate and distortion constraints of \( X_0 \) can be extended to other sources \( X_1, \ldots, X_m \). It is evident that regions \( R_0(D_0), R_1(D_1), \ldots, R_m(D_m) \) are the outer regions of
\[ R(D_0, D_1, \ldots, D_m) \]

Define,

\[
R[1](D) = R_0(D_0) \cap R_1(D_1) \cap \ldots \cap R_m(D_m)
\]

\[
R[2](D) = R_{01}(D_0, D_1) \cap R_{02}(D_0, D_1) \cap \ldots \cap R_{0m}(D_0, D_m) \cap R_{12}(D_1, D_2) \cap \ldots \cap R_{1m}(D_1, D_m) \cap \ldots \cap R_{(m-1)m}(D_{m-1}, D_m)
\]

\[
R[N](D) = R_{01...m}(D_0, D_1, \ldots, D_{m-1}) \cap \ldots \cap R_{12...m}(D_1, D_2, \ldots, D_m)
\]

where,

\[
R_{01...m}(D_0, D_1, \ldots, D_m) = \left\{ (R_0, R_1, \ldots, R_m) : R_0 + R_1 + \ldots + R_m \geq \frac{1}{2} \log \left( 1 - \rho^2 \frac{\sigma^2_{X_0} \sigma^2_{X_1} \ldots \sigma^2_{X_m}}{D_0 D_1 D_2 \ldots D_m} \right) \right\}
\] (4.18)

and \( \rho = f(\rho_{x_0 x_1}, \rho_{x_0 x_2}, \ldots, \rho_{x_0 x_m}, \rho_{x_1 x_2}, \ldots, \rho_{x_1 x_m}, \ldots, \rho_{x_{m-1} x_m}) \). Further discussion on \( \rho \) will be presented later in the section. The outer region for separate coding problem is then given by,

\[
R_{out}(D_0, D_1, \ldots, D_m) = R[1](D) \cap R[2](D) \cap \ldots \cap R[N](D)
\] (4.19)

### 4.4.2 Outer Region of Separate Coding System

With the background provided in section 4.4.1, we obtain the following theorem

**Theorem 4.4.1** For every \( D_0, D_1, \ldots, D_m > 0 \)

\[
R(D_0, D_1, \ldots, D_m) \subseteq R_{out}(D_0, D_1, \ldots, D_m)
\] (4.20)

**Proof** Similarly to the proof for \( m \)-helpers, we will consider the case with 3 separate sources, \( X_0, X_1 \) and \( X_2 \) (Figure 4.6). As observed earlier, \( R_0(D_0), R_1(D_1), \) and \( R_2(D_2) \) are outer regions of \( R(D_0, D_1, D_2) \). Therefore, it suffices to show that if \( (R_0, R_1, R_2) \in R(D_0, D_1, D_2) \),

\[
R_1 + R_2 + R_3 \geq \frac{1}{2} \log \left( 1 - \rho^2 \frac{\sigma^2_{X_0} \sigma^2_{X_1} \sigma^2_{X_2}}{D_0 D_1 D_2} \right)
\] (4.21)
where \( \rho^2 = \rho_{X_0X_1}^2 + \rho_{X_0X_2}^2 + \rho_{X_1X_2}^2 - 2 \rho_{X_0X_1} \rho_{X_0X_2} \rho_{X_1X_2} \). Assume that \((R_0, R_1, R_2) \in R(D_0, D_1, D_2)\). Therefore,

\[
\begin{align*}
\log C_0 + \log C_1 + \log C_2 & \geq h(W_0) + h(W_1) + h(W_2) \\
& \geq h(W_0, W_1, W_2) \\
& \overset{(a)}{=} I(X_0^n, X_1^n, X_2^n; W_0, W_1, W_2) \\
& \overset{(b)}{=} I(X_0^n; W_0, W_1, W_2) + I(X_1^n; W_0, W_1, W_2 | X_0^n) \\
& \overset{(c)}{=} I(X_0^n; W_0, W_1, W_2) + I(X_1^n; W_0, W_1, W_2 | X_0^n) + I(X_2^n; W_0, W_1, W_2 | X_0^n, X_1^n) \\
& \overset{(d)}{=} I(X_0^n; W_0, W_1, W_2 | X_0^n, X_1^n) \\
& \overset{(e)}{=} I(X_0^n; W_0, W_1, W_2 | X_0^n, X_1^n, X_2^n) \\
& \overset{(f)}{=} I(X_0^n, X_1^n, X_2^n; W_0, W_1, W_2 | X_0^n, X_1^n, X_2^n)
\end{align*}
\]

where, \((a)\) is due to the fact that \( h(X, Y) \leq h(X) + h(Y) \) (equality if and only if \( X \) and \( Y \) are independent random variables), \((b)\) follows from the definition of mutual information, and \((c)\) and \((d)\) are the result of the chain rule of mutual information. Now consider \( I(X_1^n; W_0, W_1, W_2 | X_0^n) \),

\[
I(X_1^n; W_0, W_1, W_2 | X_0^n) = I(X_1^n; X_0^n, W_0, W_1, W_2) - I(X_0^n; X_1^n)
\]

\[
= I(X_1^n; X_0^n, W_0, W_1, W_2) - nI(X_0; X_1)
\]

The above follows from the chain rule of mutual information. Similarly,

\[
I(X_2^n; W_0, W_1, W_2 | X_0^n, X_1^n) = I(X_2^n; X_0^n, X_1^n, W_0, W_1, W_2) - I(X_2^n; X_0^n, X_1^n)
\]

\[\text{(4.24)}\]
From (4.22), (4.23), (4.24) we have:

\[
n(R_0 + R_1 + R_2 + 3\delta) \geq I(X^n_0; W_0, W_1, W_2) + I(X^n_1; X^n_0, W_0, W_1, W_2) \\
+ I(X^n_2; X^n_0, X^n_1, W_0, W_1, W_2) \\
- nI(X_0; X_1) - nI(X_2; X_0, X_1) \\
\geq I(X^n_0; \hat{X}^n_0) + I(X^n_1; \hat{X}^n_1) + I(X^n_2; \hat{X}^n_2) \\
- nI(X_0; X_1) - nI(X_2; X_0, X_1)
\]  

(4.25)

Now, \(I(X_2; X_0, X_1) = h(X_2) - h(X_2|X_0, X_1)\). From the definition of differential entropy, we know that \(h(X_2) = \frac{1}{2} \log 2\pi e \sigma^2_{X_2}\) and

\[
h(X_2|X_0, X_1) = h(X_0, X_1, X_2) - h(X_0, X_1) = \frac{1}{2} \log 2\pi e \sigma^2_{X_2 \mid X_0, X_1} \\
\]

where \(\rho^2 = \rho^2_{X_0 X_1} + \rho^2_{X_0 X_2} + \rho^2_{X_1 X_2} - 2\rho_{X_0 X_1} \rho_{X_0 X_2} \rho_{X_1 X_2}\). Therefore,

\[
I(X_2; X_0, X_1) = \frac{1}{2} \log \frac{1 - \rho^2_{X_0 X_1}}{1 - \rho^2} 
\]

(4.26)

Also,

\[
\frac{1}{n} I(X^n_0; \hat{X}^n_0) \geq \frac{1}{2} \log \frac{\sigma^2_{X_0}}{D_0} \\
\frac{1}{n} I(X^n_1; \hat{X}^n_1) \geq \frac{1}{2} \log \frac{\sigma^2_{X_1}}{D_1} \\
\frac{1}{n} I(X^n_2; \hat{X}^n_2) \geq \frac{1}{2} \log \frac{\sigma^2_{X_2}}{D_2}
\]

From the above equations, (4.25) and (4.26):

\[
R_0 + R_1 + R_2 + 3\delta \geq \\
\frac{1}{2} \left\{ \log \left( \frac{\sigma^2_{X_0}}{D_0 + \delta D_1 + \delta D_2 + \delta} \right) + \log(1 - \rho^2_{X_0 X_1}) + \log \frac{1 - \rho^2}{1 - \rho^2_{X_0 X_1}} \right\}
\]

On letting \(\delta \to 0\),

\[
R_1 + R_2 + R_3 \geq \frac{1}{2} \log \left\{ (1 - \rho^2) \frac{\sigma^2_{X_0} \sigma^2_{X_1} \sigma^2_{X_2}}{D_0 D_1 D_2} \right\}
\]
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where $\rho^2 = \rho_{X_0X_1}^2 + \rho_{X_0X_2}^2 + \rho_{X_1X_2}^2 - 2\rho_{X_0X_1}\rho_{X_0X_2}\rho_{X_1X_2}$, which is (4.21).

Generalizing the above proof for the general case of $m + 1$ correlated sources we have:

$$R_1 + R_2 + \ldots + R_m \geq \frac{1}{2} \log \left\{ \left(1 - \rho^2\right) \frac{\sigma_{X_0}^2 \sigma_{X_1}^2 \ldots \sigma_{X_m}^2}{D_0D_1\ldots D_m} \right\}$$

where $\rho = f(\rho_{X_0X_1}, \rho_{X_0X_2}, \ldots, \rho_{X_0X_m}, \rho_{X_1X_2}, \ldots, \rho_{X_1X_m}, \ldots, \rho_{X_{m-1}X_m})$. We derived the value of $\rho$ for 3 sources case. It is a tedious but straightforward to derive the value of $\rho$ for $m$ sources.

### 4.5 Conclusions

We considered a multi-terminal network information theory problem when several correlated sources are fused to reproduce a source of interest under a distortion constraint. We presented a generalized solution to this rate-distortion problem with side information and showed that previously known results can be viewed as special cases of the derived expression. The close match for special cases also suggests that the derived lower bound is close to the rate distortion function; however the derivation of the inner region is still an open problem. We also discussed the significance of helper rates and the correlation between them for reducing the distortion in reproduction. These results are an essential building block in the development of a complete information theory for the sensing coverage and communication performance of sensor networks.

The results can be useful for the choice of correlated sources to be used in a real implementation. Sensor networks are typically deployed at reasonably high densities for fault tolerance and for ensuring sufficient coverage in random deployments. This means that several sources may be available for measuring the same phenomenon. Due to severe energy constraints in such systems, it is extremely
important to utilize resources to their maximum. Hence, it is not desirable to code and transmit extra sources if it does not help to reduce distortion. Our results can be directly used with the relevant sensor specific measurement correlation models for estimating the number of sensors that should actively transmit.

The problem can be extended to the more practical case of non-Gaussian sources. The bound will help definitively compare various data fusion and network coding schemes for wireless networks, with regards to their performance and efficiency.
CHAPTER 5

Information Processing in Data Gathering Networks

Let’s start by specifying a model of communication system to which the theory to be developed shall apply. This model should be sufficiently general to include, as special cases, most of the communication systems of practical interest, yet simple enough to lend itself to a detailed quantitative study. - R. Fano lecture notes, MIT Archives.

In this chapter we consider the process of data gathering in sensor networks, which is the key functionality of such systems. The common process, which underlies most sensor networking applications, can be viewed as follows. A phenomenon of interest exists in the environment within the sensing range of the deployed system. Multiple sensors collect readings about this phenomenon, which are subject to noise in the sensor transducers. The sensed data is now communicated to points of interest. The sensors may communicate among themselves and with the destinations to transmit this data, or parameters of interest derived from this data, in the most efficient manner. In-network processing may take place as the data travels through the network. Determination of the most efficient communication techniques for this process leads to multi-point network information theoretic problems.

We can however model the problem at a reduced complexity by considering
those aspects which occur more commonly in practice. For instance, with the current technology [159, 225], communication cost dominates processing costs and hence, all processing should be performed locally, as close to the source as possible, such that only relevant data needs to be communicated over longer network paths [174]. We develop such a model for the data gathering process and derive the optimal data rates required to communicate an estimate of the phenomenon at the required fidelity. We assume that the network does not communicate the complete set of raw measurements collected by the sensors but just enough information to meet the fidelity requirements. Such an assumption is valid for sensor networks as the data sinks are typically interested only in the measured phenomenon or its location and not the identities or raw measurements from the individual sensor nodes, enabling the network to fuse sensor data close to the source.

Similar problems have been solved before [150, 206] and are summarized in section 5.1. However, the effect of sensor noise has not been explicitly considered. This is significant since the presence of noise changes the desired communication strategy. For instance, if noise at different sensors is independent, readings from two sensors placed at approximately the same location, can be used to average out the effect of noise leading to a better estimate. Data from such co-located sensors might have been considered redundant in the absence of noise, but in a practical implementation noise cannot be ignored and it becomes relevant to communicate this data.

5.0.1 Key Contributions

We model the data gathering process with multiple noisy sensors as an information theoretic problem and derive the optimal data rate required to communicate
an estimate of the phenomenon at the desired distortion level [171]. Since these multiple sensors will share the same wireless channel, the total data rate required, by all the sensors together, is considered. This problem is a variation of the Gaussian CEO problem [243, 168, 41] as discussed later. The sensors communicate compressed data to a local fusion center and then the fused estimates are communicated over the network.

5.0.2 Outline

The next section summarizes the prior work in this field and shows how our work builds upon it. Section 5.2 specifies our problem formulation and the abstractions used. Section 5.3 derives a lower bound on the optimal rate-distortion relationship and compares it to a previously known special case. An upper bound is derived in Section 5.4 and shown to lie close to the lower bound, establishing that the lower bound is close to the rate-distortion function. Section 5.6 concludes.

5.1 Related Work

The data carrying capacity of multi-hop wireless networks was estimated in [98] when each node generated data independently. This clearly does not model the data as generated in sensor networks, which typically comes from a set of common sources and hence is likely to be correlated. The correlated data model was considered in [206] and a rate-distortion relationship was derived to show how data generated from multiple sensors could be used to reduce distortion. The data gathering problem for a correlated source was also considered in [150], with a non band-limited field phenomenon.

We begin with the same model for the phenomenon as used in the above
papers, i.e., a multivariate stochastic process with non-zero correlation among its spatial components. However, we also account for sensor noise. The noise itself is modelled as a Gaussian stochastic process.

Slepian and Wolf [221] had calculated the rate required when multiple sources transmit correlated data. That problem does not model sensor noise. Also, they consider lossless reproduction of sources. In practice, we do not need to (or cannot afford to, in view of limited energy and bandwidth resources) reproduce the complete raw data. Rather, only a fused version, such as a feature of interest is reproduced, and hence lossy coding suffices. The case when only one of the sources is reproduced and the others are treated as helpers, was studied in [167, 172].

Rate-distortion bounds when the sources code and transmit a noisy version of the phenomenon and the receiver fuses information from multiple sources to reproduce the phenomenon with non-zero distortion were first considered in [25]. Rate-distortion bounds for that problem were derived in [243, 168, 41, 183, 64, 42, 72] for Gaussian sources. However, the above solutions assume that all sensors are measuring exactly the same value of the phenomenon. This does not address the case of a distributed phenomenon (such as a temperature field) or the case when the different sensors are measuring multiple perspectives of a single phenomenon. We extend the problem formulation to the distributed case.

5.2 Problem Description

The data gathering problem (Figure 5.1) can be abstracted to the following mathematical formulation. Let \( \{X_1(t), \ldots, X_L(t)\}_{t=1}^{\infty} \) represent an \( L \)-dimensional source. The source sequences are assumed temporally memoryless and stationary.

The vector \( \{X_1(t), \ldots, X_L(t)\} \) is modelled as a zero mean Gaussian random
Figure 5.1: The distributed Gaussian CEO System.

variable with a non-singular covariance matrix \( R_X \) for all \( t \). The sensor readings \( \{Y_1(t), \ldots, Y_L(t)\} \) are noisy versions of \( \{X_1(t), \ldots, X_L(t)\} \). Each of \( X_i(t) \) and \( Y_i(t) \) take values on the real lines \( \mathcal{X}_i \) and \( \mathcal{Y}_i \) respectively. We use boldface letters to represent \( L \)-dimensional vectors; for instance \( \mathbf{X} = \{X_1(t), \ldots, X_L(t)\} \). The observed readings \( Y_i(t) \)'s are modelled as:

\[
\mathbf{Y} = \mathbf{H}\mathbf{X} + \mathbf{N}
\]

where \( \mathbf{H} \in \mathbb{R}^{L \times L} \) is a positive definite attenuation matrix and \( \mathbf{N} \) is an additive white zero mean Gaussian noise vector with covariance matrix \( R_N \). \( N_i \)'s model the noise in the sensor transducers and hence are independent of each other.

Data sequences, \( Y_i^n \), of block length \( n \), are separately encoded to \( \{\varphi_i(Y_i^n)\}_{i=1}^L \) and sent to a fusion center. The encoder functions \( \varphi_i \)'s are defined by

\[
\varphi_i : \mathcal{Y}_i^n \rightarrow \mathcal{C}_i = \{1, 2, \ldots, |\mathcal{C}_i|\}
\]

and the transmitted rates are

\[
\frac{1}{n}\log |\mathcal{C}_i| \leq r_i, \quad i = 1, \ldots, L
\]
The sum of the rates, i.e., the total bandwidth used, is denoted by $r$,

$$r = \sum_{i=1}^{L} r_i$$

Here, the decoder receives the codewords, $C$, to produce the estimate $\hat{X}^n$. The decoder function $\psi_L$ is given by

$$\psi_L : C_1 \times C_2 \times \ldots \times C_L \rightarrow X^n$$

The distortion in the reproduction is defined as:

$$D^n(X^n, \hat{X}^n) = \frac{1}{n} \sum_{t=1}^{n} \text{tr}(E||X - \hat{X}||^2)$$  \hspace{1cm} (5.1)

(where $\text{tr}(A)$ represents the trace of matrix $A$) and is subject to the distortion constraint:

$$D^n(X^n, \hat{X}^n) \leq D$$  \hspace{1cm} (5.2)

The distributed Gaussian CEO problem is to find the rate distortion relationship between $r$ and $D$. This will quantify the minimum rate required to achieve a required distortion.

### 5.3 Deriving the Rate-Distortion Relationship

We first derive the lower bound on the rate-distortion function. Then, we numerically compare it with an upper bound to evaluate how close our derived bound is to the exact function.
5.3.1 Outer Region

Theorem 5.3.1 For a given distortion $D$, the sum of the rates of the coded sensor data streams is bounded as

$$r(D) \geq \frac{1}{2} \log^+ \left[ \frac{|\Theta H' R_N^{-1}|^2 |R_N| (\prod \lambda_i) |R_X|}{|\Theta| \left[ \frac{D}{L} |R_X|^{\frac{1}{2}} - (\prod \lambda_i)\frac{1}{2} |\Theta|^{\frac{1}{2}} \right]^L} \right]$$

where $i$ ranges over $1, \ldots, L$, $\Theta = (R_X^{-1} + H' R_N^{-1} H)^{-1}$, $\lambda_i$ are the eigenvalues of $R_X$ and $\log^+ x = \max\{\log x, 0\}$.

Note that all logarithms are to base 2. Theorem 5.3.1 holds for $\text{tr}(R_N) \leq D \leq \text{tr}(R_X)$, otherwise $r(D) = 0$. Intuitively, if the noise in sensor readings is higher than the acceptable distortion, $D$, then there is no need to transmit any data. The result assumes that the required distortion is greater than that achievable using an optimal estimator, i.e. $D \geq \Theta$.

Proof

The mutual information between the source $X$ and $\hat{X}$ is related to the distortion as [54]:

$$\frac{1}{n} I(X^n; \hat{X}^n) \geq \sum_{i=1}^L \frac{1}{2} \log \frac{\lambda_i}{D_i}$$

$$= \frac{1}{2} \log \left( \prod_{i=1}^L \frac{\lambda_i}{D_i} \right)$$

(5.3)

where $\{\lambda_i\}_{i=1}^L$ are the eigenvalues of the covariance matrix $R_X$ of the phenomenon $X$ and

$$D_i = \begin{cases} K & \text{if } K < \lambda_i \\ \lambda_i & \text{otherwise} \end{cases}$$

and $K$ is such that $\sum_{i=1}^L D_i = D$. The $D_i$’s can be calculated by reverse water filling [54].
From (5.3) we have,

$$\frac{2}{nL} I(X^n; \hat{X}^n) \geq \log \left( \prod_{i=1}^{L} \frac{\lambda_i}{D_i} \right)^{1/L}$$  \hspace{1cm} (5.4)

We now need to relate the mutual information $I(X^n; \hat{X}^n)$ with the compressed data rate, $r$, at which the codewords are sent. Since $\hat{X}$ is estimated from the compressed data $C$ it follows that $X^n \rightarrow C^n \rightarrow \hat{X}^n$ is a Markov chain and hence $I(X^n; \hat{X}^n) \leq I(X^n; C^n)$. Using this in (5.4), raising both sides to the power 2 and rearranging terms we get:

$$\left[ \prod_{i=1}^{L} D_i \right]^{\frac{1}{L}} \geq \left[ \prod_{i=1}^{L} \lambda_i \right]^{\frac{1}{L}} \exp \left[ \frac{-2}{nL} I(X^n; C^n) \right]$$  \hspace{1cm} (5.5)

where $\exp(z)$ represents $2^z$. Next, we express $I(X^n; C^n)$ in terms of $r$:

**Lemma 5.3.2**

$$\exp \left[ \frac{-2}{nL} I(X^n; C^n) \right] \geq \frac{\left( \frac{|\Theta|}{|R_N|} \right)^{\frac{1}{L}}}{1 - \Gamma \left[ \prod_i \frac{\lambda_i}{D_i} \right]^{\frac{1}{L}} \exp \left[ \frac{-2}{L} r \right]}$$

where $\Gamma = \frac{|\Theta|^2 |R_N|^{-1}}{|\Theta|^{1/2} |R_N|^{1/2}}$ and $i$ ranges from 1, \ldots, $L$.

(The proof of the above lemma has been moved to Appendix I in Section 5.7 to maintain continuity.)

Also, since the arithmetic mean is greater than or equal to the geometric mean (AM-GM inequality):

$$\left[ \prod_{i=1}^{L} D_i \right]^{\frac{1}{L}} \leq \frac{1}{L} \sum_{i=1}^{L} D_i = D$$  \hspace{1cm} (5.6)

Substituting Lemma 5.3.2 and (5.6) in (5.5) we obtain Theorem 5.3.1.  
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Figure 5.2: Evaluating the derived expression from Theorem 5.3.1.

As a verification we consider a previously known special case. Consider $L = 1$. Substituting $L = 1$ and $H = 1$ in Theorem 5.3.1, $R_X = \sigma_X^2$, and noise variance $R_N = \sigma_N^2$, we get:

$$r(D) \geq \frac{1}{2} \log^+ \left( \frac{\sigma_X^4}{D\sigma_X^2 - \sigma_X^2\sigma_N^2 + D\sigma_N^2} \right)$$

which in fact is same as the $r(D)$ function given in [168, 41]. Thus, the bound yields the exact function for the special case.

The derived expression is plotted for some values of correlation among the sources in Figure 5.2. We can see that the data rate required is lower when there is more correlation among the data sources which is intuitive since when the sources are correlated, the total information content is lower.
This theorem provides the minimum amount of non-redundant data that must be transmitted by the set of distributed sensors for reproducing within the distortion constraint. Thus, if a compression algorithm implemented at the sensors transmits only the amount of data mentioned in the above theorem, it will be an optimal scheme. However, the theorem does not claim that the above rate can actually be achieved by a practical compression algorithm. We address this issue next.

5.4 Achievability of the rate-distortion bound

We now state a theorem which provides an achievable data-rate for reproducing at the given distortion, i.e., an upper bound on the rate required. We will show that this upper bound is close to the minimum bound derived in the previous section, which means that practical compression algorithms can in fact operate close to the minimum bound of Theorem 5.3.1, and hence it can be used as an approximate measure of the practical data rate required.

Theorem 5.4.1 Consider the random variables \((X_1, X_2, \ldots, X_L, Y_1, Y_2, \ldots, Y_L)\) with the joint distribution given by \(p_{X,Y}(x,y)\). Let \(C_{in}(D)\) be the set of compressed data vectors, \(C = (C_1, C_2, \ldots, C_L)\), such that:

1. \(C_i \rightarrow Y_i \rightarrow (X, Y \setminus Y_i, C\setminus C_i)\) form a Markov chain for \(i = 1, \ldots, L\) where \(Y \setminus Y_i\) refers to \((Y_1, \ldots, Y_{i-1}, Y_{i+1}, \ldots, Y_L)\) etc.

2. There exists a decoding function

\[
f : C_1 \times C_2 \times \cdots \times C_L \rightarrow X_1 \times X_2 \times \cdots \times X_L
\]

such that \(E_d(X, \hat{X}) \leq D\) where \(d(X, \hat{X})\) is as defined in equation (5.1) and \(\hat{X} = f(C)\).
Let $\mathcal{R} = \{(r_1, r_2, \ldots, r_L) : \sum_{i \in Z} r_i \geq I(C_Z; Y_Z|C_{Z^c}), \forall \ Z \subseteq \{1, \ldots, L\}\}$ where $Z^c$ is the complement of $Z$. Then,

$$r_{in}(D) \triangleq \text{convex hull of} \left\{ \bigcup_{C \in C_{in}(D)} \mathcal{R} \right\}$$

Here $r_{in}(D)$ is the inner region for the rate-distortion relationship.

The proof of this theorem is an extension of the proof for Theorem 1 in [41], from the case of a scalar source to that of a vector source, $X$. The proof is based on the joint typicality of codewords from different sensors [51, 20, 102, 241]. The encoding and decoding procedures used in the proof in [41] extend directly to the vector case. The proof of Theorem 5.4.1 has been moved to Appendix II in Section 5.8.

To compare the inner and outer regions, and thus verify that the derived outer region is close to the actual rate-distortion relationship, we now evaluate both the bounds. The expression for the inner region of the rate-distortion relationship in the above theorem can be evaluated numerically for the jointly Gaussian source used in Theorem 5.3.1 as follows.

We numerically minimize the value of $I(C_Z; Y_Z|C_{Z^c})$ for a Gaussian model of the source $X$ and noise $N$. From the known expression for mutual information in the Gaussian case:

$$I(C_Z; Y_Z|C_{Z^c}) = \frac{1}{2} \log \left| \frac{R_{Y_ZC_{Z^c}}|R_C}{|R_{Y_Z}||R_{C_{Z^c}}|} \right|$$

To find the optimal $C$, we begin with $C = LY + T$ where $L$ is a diagonal matrix and $T$ is a vector Gaussian random variable. The values of $L$ and the variances of the components of $T$ are found using numerical optimization, thus leading to the optimal value of $I(C_Z; Y_Z|C_{Z^c})$. 
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Figure 5.3: Evaluating the inner and outer regions (a) when there is no correlation among the source components, and (b) with correlation among the source components.

The evaluated upper and lower bounds are plotted in Figure 5.3 for $L = 3$. The first figure shows that when there is no correlation among the $L$ sources, then the upper and lower bounds exactly overlap. When the correlation among the sources in $\mathbf{X}$ is non-zero, even then the upper and lower bounds are close. This shows that the derived lower bound is close to the actual rate-distortion function. Thus, the derived lower bound can be used as an estimate of the minimum data rate required to achieve the desired fidelity. The analytical derivation of the achievable bound, or the exact rate-distortion function, however, is still an open problem.
5.4.1 Discussion

The sensor nodes now need compression algorithms which can operate at the optimal rates derived above. The only statistics used in the above derivations which are required for generating a compression scheme is the source covariance matrix $R_X$. The noise covariance matrix and the attenuation matrix $H$ are required at the decoder for finding the optimal linear estimator but not at the sensors for compression. These matrices can be learned by training. The source correlation can be learned at the fusion center on the fly from the received data using methods such as suggested in [46] and then a distributed source coding scheme can be used to achieve the optimal rates [184, 185, 161, 244, 160].

One of the important issues in sensor network is the coverage. Much research has been done on the coverage problem, addressing the issues like sensor placement for optimal coverage, maintaining the sensor coverage, power optimal coverage, etc. [246, 151, 140, 213, 261, 112, 257, 71]. The distributed Gaussian CEO studied in this chapter is also useful in providing the fundamental solutions to the coverage problem. Based on the results of Gaussian CEO, the design engineer can calculate the sensors needed for the coverage.

5.5 Comparing Data Gathering Systems

Chapter 4 discussed the data gathering system modelled as $m$-helper coding model. That problem is fundamentally different than the Gaussian CEO problem discussed in this chapter. For instance, the $m$-helper system uses the information from helper to reduce the data rate of the main source but that does not necessarily decreases the total rate (i.e. sum of the main and helper rates) of the network. This increase is acceptable as the helper rates are assumed to be free.
In case of Gaussian CEO system, there is a cost on data transmission from each sensor. Hence, use of additional sensors for observing the same source must not increase the sum rate.

The above mentioned difference, however, is neither obvious nor evident from the rate equations. Hence, consider the $m$-helper system with only a helper, $Y$, along with the main source, $X$ and CEO model with couple of sensors, $Y_1$ and $Y_2$, observing point source, say, $S$. The rate-distortion function, $R_X(D_X)$, for one helper system was derived in [167] and is given by:

$$R_X(D_X) = \frac{1}{2} \log^+ \left[ \frac{\sigma^2_X}{D_X} \left( 1 - \rho^2 + \rho^2 \cdot 2^{-2R_Y} \right) \right]$$  (5.7)

where, $R_Y$ is the free rate of the helper and $\sigma^2_X$ is the variance of the zero-mean Gaussian main source $X$.

For Gaussian CEO system with $L$ agents (sensors) observing the source $S$, the sum-rate distortion function, $r(D_S)$, is given in [168, 41] as:

$$r(D_S) = \sum_{i=1}^{L} R_i(D_S) = \frac{1}{2} \log^+ \left[ \frac{\sigma^2_S}{D_S} \left( \frac{D_S \sigma^2_S L}{D_S \sigma^2_S L - \sigma^2_S \sigma^2_N + D \sigma^2_N} \right)^L \right]$$  (5.8)

where, $\sigma^2_S$ is the variance of the zero-mean Gaussian source $S$ and $\sigma^2_N$ is the noise variance assuming that the noise at each sensor is identical Gaussian noise with zero mean.

**Example 5.5.1 (1-helper System)**

Let the correlation between the main source, $X$, and helper, $Y$, be modelled as $\rho = 0.8$ with $\sigma^2_X = 11$. Suppose $D_X = 1$ and free rate, $R_Y = \{0, 0.5, 1\}$, then $R_X$ and $R = R_X + R_Y$, are given by:
This example clearly shows that the use of helper does decrease the rate required to transmit main source information but increases the total rate of the network.

Example 5.5.2 (CEO System)

Consider the CEO coding model with $L = \{1, 2\}, \sigma_S^2 = 11$ and $D_S = 1$. Here, the two cases could be summarized: firstly when the noise variance is low, $\sigma_N^2 = 0.01$ and secondly for the high noise variance, $\sigma_N^2 = 0.8$. For this values, the sum-rate could be calculated as:

<table>
<thead>
<tr>
<th>$\sigma_N^2$</th>
<th>$r$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L = 1$</td>
</tr>
<tr>
<td>Low Noise Variance</td>
<td>0.01</td>
</tr>
<tr>
<td>High Noise Variance</td>
<td>0.8</td>
</tr>
</tbody>
</table>

At low noise variance, the sensors receive high quality measurement from the source and not much distortion is introduced by the sensing channel. Hence, there is no help obtained from the second sensor. However, the sum rate is not increased but remains the same. In case of high noise variance, there is significant distortion introduced by the sensing channel. The data measured by the sensors is far from accurate and hence, additional sensors certainly help in this case. Thus for high noise variance situations, additional sensors help in reducing the sum rate.

From the above examples 5.5.1 and 5.5.2, it is clear that the $m$-helper system
reduces the rate of the main source by using the extra information from the 
helpers but the net rate of the network does not decrease. On the other hand, 
the CEO system does not allow the increase of sum rate.

5.6 Conclusions

We derived the optimal data rate required to communicate when a set of sensors 
measure a distributed phenomenon. The effect of sensor noise was explicitly 
considered. This is useful for determining the minimum amount of resources 
required for achieving a desired level of fidelity and for evaluating the performance 
of data compression schemes used in the network.

In this work, we considered the fused estimate to be a reproduction of the 
phenomenon. However, the data rate will change if other estimates were con- 
sidered, such as functions of the reproduced phenomenon. We showed that the 
derived lower bound on the rate-distortion function is close to the exact function, 
but an analytical derivation of the exact rate-distortion function is still an open 
problem.

5.7 Appendix I - Proof of Lemma 5.3.2

From the definition of mutual information we have

\[ I(X^n; C^n) = h(X^n) - h(X^n|C^n) \] (5.9)

Substituting the known entropy measure for the multivariate Gaussian vector \( X \) 
as \( h(X) = \frac{1}{2} \log(2\pi e)^L|R_X| \) in (5.9) and rewriting:

\[
\exp \left[ -\frac{2}{nL} I(X^n; C^n) \right] = \frac{1}{2\pi e |R_X|^\frac{L}{2}} \exp \left[ \frac{2}{nL} h(X^n|C^n) \right]
\]
Now, we find a bound on $h(X^n|C^n)$ in terms of the required quantity $r$.

Let $S = E(X|Y)$ where $E(\cdot)$ denotes expectation. Therefore, $S = AY$ where $A \in \mathbb{R}^{L \times L}$ and is given by [205],

$$A = (R_X^{-1} + H'R_N^{-1}H)^{-1}H'R_N^{-1}$$

If $\tilde{N}$ be a zero-mean Gaussian with variance $R_{\tilde{N}} = (R_X^{-1} + H'R_N^{-1}H)^{-1}$ [205] then we have,

$$X = S + \tilde{N} \quad (5.11)$$

and $\tilde{N}$ is independent of $Y$. Since the sequences are memoryless, this leads to

$$X^n(c^n) = S^n(c^n) + \tilde{N}^n \quad (5.12)$$

where $X^n(c^n)$ is the conditional random variable $X^n$ conditioned on $C^n = c^n$, and $S^n(c^n)$ is similarly defined. Also, note that since $\tilde{N}^n$ is independent of $Y^n$, it is also independent of $C^n$.

Using the entropy power inequality [54, 28] in (5.12),

$$\exp\left[\frac{2}{nL} h(X^n(c^n))\right] \geq \exp\left[\frac{2}{nL} h(S^n(c^n))\right] + \exp\left[\frac{2}{nL} h(\tilde{N}^n(c^n))\right] \quad (5.13)$$

Substituting the value of $h(\tilde{N})$ in (5.13),

$$\exp\left[\frac{2}{nL} h(X^n(c^n))\right] \geq \exp\left[\frac{2}{nL} h(S^n(c^n))\right] + 2\pi e|R_{\tilde{N}}|^{1/L} \quad (5.14)$$

Taking the logarithm of the above equation, we get:

$$\frac{1}{nL} h(X^n(c^n)) \geq T \left(\frac{1}{nL} h(S^n(c^n))\right) \quad (5.15)$$
where:

\[ T(z) = \frac{1}{2} \log \left[ 2^{2z} + 2\pi e |R_N|^{1/L} \right] \]

Next, we take expectations on both sides of (5.15) with respect to \( C_n \). Note that from the definition of our conditional random variables, it follows that

\[ E_{C_n}[h(X^n(c^n))] = h(X^n | C^n) \]

\[ E_{C_n}[h(S^n(c^n))] = h(S^n | C^n) \]

Observe that \( T(z) \) is a convex function of \( z \). Applying Jensen’s inequality, we get

\[ \frac{1}{nL} h(X^n | C^n) \geq T \left( \frac{1}{nL} h(S^n | C^n) \right) \] (5.16)

Since \( T(z) \) is monotone increasing with respect to \( z \), the inequality is preserved.

From (5.14), (5.15) and (5.16) we obtain,

\[ \exp \left\{ \frac{2}{nL} h(X^n | C^n) \right\} \geq \exp \left\{ \frac{2}{nL} h(S^n | C^n) \right\} + 2\pi e |R_N|^{1/L} \] (5.17)

Now, we evaluate \( h(S^n | C^n) \). From the definition of mutual information,

\[ \frac{1}{n} h(S^n | C^n) = \frac{1}{n} h(S^n | C^n, X^n) + \frac{1}{n} I(X^n; S^n | C^n) \] (5.18)

To evaluate \( h(S^n | C^n) \), we shall first bound \( \frac{1}{n} I(X^n; S^n | C^n) \).

\[ \frac{1}{n} I(X^n; S^n | C^n) = \frac{1}{n} I(X^n; S^n, C^n) - \frac{1}{n} I(X^n; C^n) \]

\[ \geq \frac{1}{n} I(X^n; S^n) - \frac{1}{n} I(X^n; C^n) \]

\[ = \frac{1}{2} \log \left| \frac{|R_x|}{|R_N|} \right| - \frac{1}{n} I(X^n; C^n) \] (5.19)

Next, we derive a lower bound on \( h(S^n | C^n, X^n) \). For this let \( S^n(x^n, c^n) \) be a conditional random variable \( S^n \) conditioned by \( (X^n, C^n) = (x^n, c^n) \). We have a
similar definition for \( Y^n(x^n, c^n) \). Also observe that \( Y_i^n \rightarrow X^n \rightarrow C^n \setminus C_i^n \) forms a Markov chain. The conditional independence of \((Y_i^n, C_i^n)\), \(i = 1, 2, \ldots, L\) given \( X^n \) also extends to \( S^n(x^n, c^n) \). Hence, from the definition of \( S^n \) we have:

\[
S^n(x^n, c^n) = AY^n(x^n, c^n)
\]

The above equation implies:

\[
\begin{align*}
\frac{1}{n} h(S^n|X^n, C^n) &= \frac{1}{n} h(AY^n|X^n, C^n) \\
&= \log |A| + \frac{1}{n} h(Y^n|X^n, C^n)
\end{align*}
\]

Taking expectation on both the sides of above equation with respect to \((X^n, C^n)\) we get,

\[
\frac{1}{n} h(S^n|X^n, C^n) = \log |A| + \frac{1}{n} h(Y^n|X^n, C^n) \tag{5.20}
\]

From the definition of sum rate \( r \), we have

\[
\begin{align*}
r &\geq \sum_{i=1}^{L} \log |C_i|^n \geq \sum_{i=1}^{L} \frac{1}{n} h(C_i^n) \geq \frac{1}{n} h(C^n) \\
&\geq \frac{1}{n} h(Y^n|X^n) + \frac{1}{n} I(X^n; C^n) \\
&= \frac{1}{n} I(Y^n; C^n|X^n) + \frac{1}{n} I(X^n; C^n) \\
&= \frac{1}{n} h(Y^n|X^n) - \frac{1}{n} h(Y^n|X^n, C^n) + \frac{1}{n} I(X^n; C^n) \\
&= \frac{1}{2} \log(2\pi e)^L |R_N| - \frac{1}{n} h(Y^n|X^n, C^n) + \frac{1}{n} I(X^n; C^n)
\end{align*}
\]

From the above equation we have:

\[
\frac{1}{n} h(Y^n|X^n, C^n) \geq \frac{1}{2} \log(2\pi e)^L |R_N| - \left[ r - \frac{1}{n} I(X^n; C^n) \right] \tag{5.21}
\]

From (5.20) and (5.21), we have:

\[
\frac{1}{n} h(S^n|X^n, C^n) \geq \log |A| + \frac{1}{2} \log(2\pi e)^L |R_N| - \left[ r - \frac{1}{n} I(X^n; C^n) \right] \tag{5.22}
\]
Substituting (5.19) and (5.22) in (5.18), and dividing both the sides by \( L \) we have:

\[
\frac{1}{nL} h(S^n|C^n) \geq \frac{1}{L} \log |A| + \frac{1}{2L} \log(2\pi e)^L |R_N| - \frac{1}{L} \left[ r - \frac{1}{n} I(X^n; C^n) \right] + \frac{1}{2L} \log \frac{|R_X|}{|R_N|} - \frac{1}{nL} I(X^n; C^n)
\] (5.23)

Substituting (5.23) in (5.17) we obtain:

\[
\exp \left[ \frac{2}{nL} h(X^n|C^n) \right] \geq |A|^{\frac{1}{2}} 2\pi e |R_N|^{\frac{1}{2}} |R_X|^{\frac{1}{2}} \exp \left\{ -\frac{2}{L} \left[ r - \frac{1}{n} I(X^n; C^n) \right] \right\} \exp \left\{ -\frac{2}{nL} I(X^n; C^n) \right\} + 2\pi e |R_N|^{\frac{1}{2}}
\]

where, \( A = \Theta H' R_N^{-1} \) and \( R_N = \Theta \).

From the above equation and (5.10), we obtain the required relation between the rate \( r \) and \( I(X^n; C^n) \):

\[
\exp \left[ \frac{-2}{nL} I(X^n; C^n) \right] = \frac{|A|^{2/L} |R_N|^{1/L}}{|R_X|^{1/L}} \exp \left\{ -\frac{2}{L} \left[ r - \frac{1}{n} I(X^n; C^n) \right] \right\} \exp \left\{ -\frac{2}{nL} I(X^n; C^n) \right\} + \frac{|R_N|^{1/L}}{|R_X|^{1/L}}
\]

The above equation can be rearranged to obtain:

\[
\exp \left[ \frac{-2}{nL} I(X^n; C^n) \right] \left[ 1 - \frac{|A|^{2/L} |R_N|^{1/L}}{|R_X|^{1/L}} \eta \right] \geq \frac{|R_N|^{1/L}}{|R_X|^{1/L}}
\]

where, \( \eta = \exp \left\{ -\frac{2}{L} \left[ r - \frac{1}{n} I(X^n; C^n) \right] \right\} \).

Noting that \( R_N = \Theta \) and \( I(X^n; C^n) \geq \frac{1}{n} I(X^n; \hat{X}^n) \geq \frac{1}{2} \log \left( \prod_{i=1}^L \frac{1}{\lambda_i} \right) \) (Section 5.3.1) in the above equation we get Lemma 5.3.2. ■

### 5.8 Appendix II - Proof of Theorem 5.4.1

Let \((C_1, C_2, \ldots, C_L)\) and function \( f \) satisfy the conditions given in the theorem 5.4.1. Construct the random codebooks \( \{W^n = (W^m_1, W^m_2, \ldots, W^m_L)\} \) (where \( W^m_i \) denotes the codebook of encoder \( i \)) as follows:
At encoder $i$, generate $M_i$ i.i.d. codewords $C^n_i$ according to $\prod_{j=1}^{n} p(c_i(j))$ and index them $C^n_i(j), j = 1, 2, \ldots, M_i$. Let $\mathcal{W}^n_i = \{C^n_i(j)\}_{j=1}^{M_i}$. Randomly assign the indices of the codewords to one of the $2^{nR_i}$ bins using a uniform distribution over the indices of the bins such that every bin contains $N_i = M_i 2^{-nR_i}$ codewords.

Suppose that every generated $C^n_i$ satisfies strong typicality. By the Weak Law of Large Numbers, this assumption holds with probability close to 1 when $n$ is large enough. The other way to ensure this assumption is by simply drawing $C^n_i$ from the strongly typical set.

**Encoding Scheme**

At encoder $i$, given observations $y^n_i$, if its typical, map it onto the $c^n_i(j) \in \mathcal{W}^n_i$ with the smallest index $j$ such that $(y^n_i, c^n_i(j))$ are jointly typical. Let $c^n_i(y^n_i)$ denotes the $c^n_i$ onto which $y^n_i$ is mapped.

For coding, the index of the bin which contains $c^n_i(y^n_i)$ is sent. If $y^n_i$ is not typical or there does not exist $c^n_i(j) \in \mathcal{W}^n_i$ such that $(y^n_i, c^n_i(j))$ are jointly typical, then special error symbol is sent. This special error symbol does not increase the rate $R_i$ in the limit of large $n$, so we may safely ignore it.

**Decoding Scheme**

Let $b_i(y^n_i)$ denotes the bin index and $\mathcal{B}_i(b_i)$ denotes the bin with index $b_i$ at the encoder $i$. Given $(b_1, b_2, \ldots, b_L)$, if there exists a unique $(c^n_1, c^n_2, \ldots, c^n_L)$ such that $w^n_i \in \mathcal{B}_i(b_i)$ and $(c^n_1, c^n_2, \ldots, c^n_L)$ are jointly typical, then call it $(\hat{c}_1^n, \hat{c}_2^n, \ldots, \hat{c}_L^n)$; otherwise declare an error and incur maximum distortion $d_{\text{max}}$. If the received vector contains special error symbol, declare an error and incur the maximum distortion.
Assuming no error, produce the estimate \( \hat{x}(k) = f(\hat{c}_1(k), \hat{c}_2(k), \ldots, \hat{c}_L(k)) \) for \( k = 1, 2, \ldots, n \).

### Analysis of the Probability of Error

Consider the following exhaustive error events:

- \( E_1 : (X^n, Y^n) \) are not jointly typical.

- \( E_2 : \bigcup_{i=1}^{L} E_{2,i} \) where, \( E_{2,i} = E_i^n \cap F_i \) for \( i = 1, 2, \ldots, L \); \( F_i : (Y^n_i, W^n_i) \) not typical for all \( C_i^n \in \mathcal{W}_i^n \).

- \( E_3 : E_1^n \cap E_2^n \cap E_{L+1} \) where \( F_{L+1} : \) there does not exist \( (C_1^n, C_2^n, \ldots, C_L^n) \) such that \( C_i^n \in \mathcal{B}_i(b_i) \) and \( (C_1^n, C_2^n, \ldots, C_L^n) \) are jointly typical.

- \( E_4 : E_1^n \cap E_2^n \cap E_3^n \cap F_{L+2} \) where \( F_{L+2} : (\hat{C}_1^n, \hat{C}_2^n, \ldots, \hat{C}_L^n) \) not unique.

- \( E_5 : E_1^n \cap E_2^n \cap E_3^n \cap E_4^n \cap F_{L+3} \) where \( F_{L+3} : \frac{1}{n}d(X^n, \hat{X}^n) > D + \epsilon \).

Let \( P_e \) denotes the probability of decoding error averaged over the ensemble codebooks. Therefore,

\[
P_e = P\left( \bigcup_{i=1}^{5} E_i \right) \leq \sum_{i=1}^{5} P_i(E_i).
\]

Now,

1. \( P(E_1) \to 0 \) as \( n \to \infty \) by weak law of large numbers.

2. 

\[
P(E_2) \leq \sum_{i=1}^{L} P(E_{2,i})
\]
\[ P(E_{2,i}) = P(E_i^c \cap F_i) = P(F_i^c|E_i^c)P(E_i^c) \leq P(F_i^c|E_i^c) \]
\[ = P\{ (Y_i^n, C_i^n) \text{ not typical for all } C_i^n \in W_i | (Y_1^n, Y_2^n, \ldots, Y_L^n) \text{ typical} \} \]
\[ = [1 - P\{ (Y_i^n, C_i^n) \text{ typical for randomly chosen } C_i^n | Y_i^n \text{ typical} \}]^{M_i} \]

The above equation can be further reduced to,
\[ P(E_{2,i}) \leq [1 - 2^{-n[I(Y_i;C_i)+\epsilon_i]}]^{M_i} \leq \exp \left( -M_i 2^{-n[I(Y_i;C_i)+\epsilon_i]} \right) \] (5.24)

(5.24) \( \to 0 \) as \( n \to \infty \) if \( M_i \geq 2^{-n[I(Y_i;C_i)+2\epsilon_i]} \) where \( \epsilon_i \) could be made arbitrary small as \( n \to \infty \).

3. \( P(E_3) \to 0 \) as \( n \to \infty \) by the Markov Lemma (Lemma 14.8.1 [54]) on typicality.

4.
\[ P(E_4) \leq P\left( F_{L+2} \bigcup_{j=1}^{3} E_j^c \right) = P\left\{ (\hat{C}_1^n, \hat{C}_2^n, \ldots, \hat{C}_L^n) \text{ is not unique | } \bigcup_{j=1}^{3} E_j^c \right\} \]
\[ \leq \sum_{Z \subseteq (1,2,\ldots,L)} \left[ \prod_{i \in Z} N_i \right] 2^{-n(\Sigma_Z - \epsilon_Z)} \to 0 \text{ if } \prod_{i \in Z} N_i \leq 2^{n(\Sigma_Z - \epsilon_Z)} \]
\[
\forall Z \subseteq (1,2,\ldots,L)
\]

The above follows from the following reasoning: Suppose \( (\hat{C}_1^n, \hat{C}_2^n, \ldots, \hat{C}_L^n) \) is the correct decoding. This implies that \( \hat{C}_Z^n \) are jointly typical for all \( Z \subseteq (1,2,\ldots,L) \). Then the probability that there exist \( Z \subseteq (1,2,\ldots,L) \) and \( \hat{C}_Z^n \neq \hat{C}_Z^m \) (i.e. \( \forall i \in Z, \hat{C}_i^n \neq \hat{C}_i^m \)) such that \( (\hat{C}_Z^n, \hat{C}_Z^m) \) are jointly typical is upper bounded by:
\[ \left( \prod_{i \in Z} (N_i - 1) \right) 2^{-n(\Sigma_Z - \epsilon_Z)} \leq \left( \prod_{i \in Z} N_i \right) 2^{-n(\Sigma_Z - \epsilon_Z)} \]

Without the loss of generality (w.l.o.g.) suppose \( Z = \{i_1, i_2, \ldots, i_k\} \), then \( \sum_{Z} \triangleq \sum_{j=1}^{k} I\left( C_{Z_{k+1-j}}^{i_1-j}; C_{i_j} \right) \); \( Z \triangleq \{i_{k-j+1}, i_{k-j+2}, \ldots, i_k\} \), i.e. the last \( j \) elements of \( Z \); \( \epsilon_Z \) can be made arbitrarily small as \( n \to \infty \).
5. \( P(E_5) \to 0 \) as \( n \to \infty \) by the jointly strong typicality of \((X^n, \hat{C}^n)\), the definition of \(f\) and the boundedness of \(d\) (i.e. \(d_{\text{max}} < \infty\)).

To summarize, if \( M_i \geq 2^{n[I(Y_i;C_i^c) + 2\epsilon_i]} \) and \( \prod_{i \in Z} N_i \leq 2^n(S_Z - \epsilon_Z) \), \( \forall i \in \{1, 2, \ldots, L\} \) and \( Z \subseteq (1, 2, \ldots, L) \), then \( P_e \to 0 \) as \( n \to \infty \). So we have:

\[
2^n \sum_{i \in Z} R_i = \frac{\prod_{i \in Z} M_i}{\prod_{i \in Z} N_i} \geq 2^{n[I(Y_i;C_i^c) - \Sigma_Z - \Delta_Z]}
\]

where, \( \Delta_Z \triangleq 2 \sum_{i \in Z} \epsilon_i + 2\epsilon_Z \). Since \( \Delta_Z \) can be arbitrary small, it follows that:

\[
\sum_{i \in Z} R_i \geq \sum_{i \in Z} I(Y_i; C_i) - \Sigma_Z
\]

Since, \( C_i \to Y_i \to (Y_i^c, C_i^c) \), we have

\[
I(Y_Z; C_Z|C_Z^c) = h(C_Z|C_Z^c) - h(C_Z|C_Z^c, Y_Z)
\]

\[
= \sum_{j=1}^{k} [h(C_{i_j}|C_{Z_{k+1}^c}) - h(C_{i_j}|Y_{i_j})]
\]

\[
= \sum_{j=1}^{k} [h(C_{i_j}|C_{Z_{k+1}^c}) - h(C_{i_j})] - \sum_{j=1}^{k} [h(C_{i_j}|Y_{i_j}) - h(C_{i_j})]
\]

\[
= -\sum_{j=1}^{k} I(C_{i_j}; C_{Z_{k+1}^c}) + \sum_{j=1}^{k} I(C_{i_j}; Y_{i_j})
\]

\[
= \sum_{j \in Z} I(Y_j; C_j) - \Sigma_Z
\]

Suppose \( Z = (i_1, i_2, \ldots, i_k) \), we can write the above equation as:

\[
\sum_{i \in Z} R_i \geq \sum_{i \in Z} I(Y_Z; C_Z|C_Z^c) \quad \forall Z \subseteq (1, 2, \ldots, L)
\]
CHAPTER 6

Cooperative Channel Coding

Doing things for others always pays dividends. - C. M. Bristol.

Sensor networks are mostly energy constrained and hence it is essential to adopt the various available techniques to conserve energy. To address this very goal, the data fusion, local cooperative signal processing, scalability, controlled mobility, sensor density and exploitation of correlation through source coding have been so far discussed. All of these techniques rely on sensor cooperation. In this chapter, the energy concern in sensor networks is further considered for communications among clusters of sensor nodes.

Consider a wireless sensor network deployed to measure some phenomenon \[181, 70, 204, 190\]. The sensed data by some group (or cluster) of sensors has to be relayed to the destination. It is very well possible that the clusters of sensors are widely separated, demanding cooperation to achieve communications at the desired rate. Such a scenario is depicted in Figure 6.1 and is easy to envision for sensor networks.

The transmitting cluster, in Figure 6.1, senses the phenomenon and the measured data needs to be transmitted to the destination. In many cases, the data from more than one sensor needs to be transmitted. For example, the sensors could be sensing different perspectives of the phenomenon and hence the information stream contained by each sensor could be different. The most likely scenario
for sensor network is to have 4-node cooperative situation, i.e. two independent transmitters and two independent receivers. Note, that the distance between the two clusters is much larger than the nodes within a cluster. This chapter deals with the information theoretic aspects of such a channel model and explicitly derives the data rates for each transmitting node and considers the effect of transmitter and/or receiver cooperation on the rate region.

Apart from overcoming the gap in the sensor networks, the sensors cooperate with each other to achieve more reliable and higher rate communications. Note, that power rather than bandwidth is the main constraint. Also, multiple sensors occupy the same channel and hence, standard multiplexing techniques like TDMA, FDMA, CDMA, and OFDM may not be readily employed.

### 6.1 Relaying Techniques

The common functionality in any type of cooperation is the employment of a relay. This can be done in either of the following two methods:

**Decode-and-Forward.** Here, relay nodes decode the received information and
encode it into a fresh signal before transmitting. By this approach, multiple information streams can be supported [98, 209, 256, 138] in a network. Secondly, by decoding the data at the relay node, the interference is also removed in the freshly coded signal. However, depending on the node locations, the interference can either combine coherently or destructively causing high or no interference detection respectively.

**Amplify-and-Forward.** In this approach, the relay node amplifies the received signal and then transmits it [89, 138]. The relay nodes, along with the information stream, amplify any noise associated with the received signal. The advantage gained by this technique is the data from the nodes other than the transmitter is not treated as interference. Hence, in the scenarios where information streams are correlated, the receiver can use this information as helper or side information to decode the data [167, 172, 41, 171, 252, 253]. This is in contrast to the decode-and-forward approach where correlation exploitation is not easy. The drawback of this technique is that it allows only one level of relay nodes. Supporting multiple information streams may not be easy as relay nodes do not distinguish between the signals of different nodes.

Although both the above mentioned approaches are not spotless, the decode-and-forward method is more intuitive from an information theory perspective. Section 6.2 discusses the related work in this field followed by the problem statement and solution in sections 6.3 and 6.4 respectively. A practical approach to implement cooperation is presented in section 6.5 with the conclusions in section 6.6.
6.2 Related Work

Network information theory has always sprung surprises and excitement among information theorists. Although it has been around for half a century, it has a large set of unsolved problems [54, 80]. For instance, the capacity for the relay channel [59] is still unknown, although some special cases such as the degraded relay channel [52] are solved. Various other channels such as multiple access channels, [54, 5, 141, 73] broadcast channels, [54, 49, 26, 76, 50, 79] and interference channels [54, 216, 6, 201, 17, 103, 37] along with their variations (such as introducing feedback) are either solved or tightly bounded.

In recent times, the notion of cooperative transmission has been considered. The system consisting of three nodes was considered in [209, 210, 229, 228, 256]. The achievable rates for the channel model with two cooperative transmitters and a receiver is derived in [209, 256]. Various permutations of the channel model that could be possible with three nodes, like two cooperating receivers and a single transmitter, are considered in [228, 229]. The four nodes scenario with two nodes acting purely as relays is considered in [155]. A channel with two cooperating transmitters and non-cooperating receivers is considered in [138, 109]. However, the concentration was on outage and diversity. The behavior for fading channel is considered in [138] and for non-fading channel but with a complicated transmitter cooperation scheme involving dirty paper coding in [109]. In more recent work, two cooperating receivers along with the two cooperating transmitters are considered in [117]. However, the model did not consider the transmission of information from a transmitter to both the receivers. In contrast to this, the system with two cooperating transmitters and two cooperating receivers is considered here. The data stream from each transmitter is intended for both the receivers.
6.3 Channel Model and Problem Statement

Consider the nodes 1 and 2 of transmitting cluster, and nodes \( A \) and \( B \) of the receiving cluster. Such a channel model is depicted in Figure 6.2. The transmitters send the information cooperatively and similarly receiving nodes decode the transmitted data on cooperation. Each node receives an attenuated and noisy version of the transmitted data. Note that the transmission from receiver to transmitter is not allowed for the obvious reasons of not being practical given the limited energy budget. Let \( Y_i(t) \) be the received baseband signals for the nodes \( i = 1, 2, A, B \). The channel model can then be mathematically expressed as,

\[
\begin{align*}
Y_1(t) &= K_{21}X_2(t) + Z_1(t) \\
Y_2(t) &= K_{12}X_1(t) + Z_2(t) \\
Y_A(t) &= K_{1A}X_1(t) + K_{2A}X_2(t) + K_{BA}X_B(t) + Z_A(t) \\
Y_B(t) &= K_{1B}X_1(t) + K_{2B}X_2(t) + K_{AB}X_A(t) + Z_B(t)
\end{align*}
\]
where $X_i(t)$ is the transmitted signal by node $i$, $Z_i(t) \sim \mathcal{N}(0, N_i)$ is zero mean additive Gaussian channel noise with variance $N_i$, and $K_{ij}$ is the path gain from node $i$ to node $j$ corresponding to Rayleigh fading. The nodes are assumed to follow the decode-and-forward \cite{138, 209} form of relaying. Let the power constraint on $X_i(t)$, $\{i = 1, 2, A, B\}$ be $P_i$ and $W_j$, $j = 1, 2$, be the information content of the transmitters.

Assume a discrete time version of the channel model. Node 1 transmits information $W_{1\rightarrow2}$, $W_{1\rightarrow A}$ and $W_{1\rightarrow B}$ to nodes $2$, $A$ and $B$ respectively. Hence, the rates can be divided as:

\begin{align*}
R_{1\rightarrow A} &= R_{1A} + R_{1BA} + R_{12A} \\ 
R_{1\rightarrow B} &= R_{1B} + R_{1AB} + R_{12B} \\ 
R_{2\rightarrow A} &= R_{2A} + R_{2BA} + R_{21A} \\ 
R_{2\rightarrow B} &= R_{2B} + R_{2AB} + R_{21B}
\end{align*}

\hspace{1cm} (6.1) \hspace{1cm} (6.2) \hspace{1cm} (6.3) \hspace{1cm} (6.4)

For simplicity, consider the signal transmitted by node 1:

\begin{align*}
X_1 &= X_{1A} + X_{1B} + X_{12A} + X_{12B} + X_{1BA} + X_{1AB} \\
&\quad + U_{12A} + U_{12B} + U_{1BA} + U_{1AB}
\end{align*}

where $X_{1A}, X_{1B}$ are direct path signals, $X_{12A}, X_{12B}, X_{1BA}, X_{1AB}$ are the relay path signals, and $U_{12A}, U_{12B}, U_{1BA}, U_{1AB}$ are the coherently combined signals.

The direct path signal conveys the message $W_{1A}$ and $W_{1B}$ with rates $R_{1A}$ and $R_{1B}$ respectively. The relay path signal transmits $W_{12A}$ to node 2 (conveyed by $X_{12A}$) at rate $R_{12A}$, $W_{12B}$ to node 2 at rate $R_{12B}$, $W_{1BA}$ to node $B$ at rate $R_{1BA}$, and $W_{1AB}$ to node $A$ at rate $R_{1AB}$. The coherently combining signals involve both transmitter and receiver cooperation. For example, $U_{12A}$ is intended to combine coherently with the signal from node 2 (transmitter cooperation), $U_{1BA}$
is intended to combine with the signals from node $B$ (receiver cooperation) and in both instances the signal is meant for node $A$. A similar explanation holds for other coherently combining signals.

Expressions similar to that for $X_1$ can be found for other nodes. Even though the nodes $A$ and $B$ do not have any information of their own to convey they may relay information in the form of coherently combined signals. Based on the composition of $X_1$, the power is divided into:

$$P_1 = P_{1A} + P_{1B} + P_{12A} + P_{12B} + P_{1BA} + P_{1AB} + P_{U12A} + P_{U12B} + P_{U1BA} + P_{U1AB}$$

We assume that the $B$ blocks of length $n$ are transmitted and the block size $B$ and $n$ are sufficiently large for the perfect decoding. The nodes cooperate based on the information stream received in the previous block. The direct path signal depends on the direct path message in the current block and relay path messages transmitted or decoded in the previous block. The relay path signal depends on the relay messages transmitted in the current block and the relay messages transmitted or decoded in the previous block. Similarly, the coherent combining signal from a node to the destination depends on the relay messages transmitted or decoded in the previous block. For example,

$$X_{1A} = \sqrt{P_{X_{1A}}} \tilde{X}_{1A}[W_{1A}(b), W_{12A}(b-1), W_{21A}(b-1), W_{1BA}(b-1), W_{1AB}(b-1)]$$

$$X_{12A} = \sqrt{P_{X_{12A}}} \tilde{X}_{12A}[W_{12A}(b), W_{12A}(b-1), W_{21A}(b-1)]$$

$$U_{12A} = \sqrt{P_{U_{12A}}} \tilde{U}[W_{12A}(b-1), W_{21A}(b-1)]$$

The other direct-path, relay-path and coherently combined-path signals have analogous expressions.

With the above background, the goal is then to carry out an information
Figure 6.3: Channel model with respect to node $A$

theoretic analysis of this channel model to derive the upper bound or inner region of the rate region [176].

6.4 Deriving the Rate Region

From the above mentioned channel model, the upper bounds on the achievable rate region can be derived using the technique of forward and backward decoding [53, 248, 260] employed in [228, 229]. This technique is the revised version of the one employed in [209]. In contrast to [209], where the relay-path signal is decoded in the forward stage, the revised technique explores the idea of simultaneously decoding as many messages as possible irrespective of their immediate need. Further details on the revised technique are available in [228, 229].

For the sake of brevity and simplicity, consider the rates from the point of view of transmitting node $A$. Figure 6.3 illustrates this channel if only node $A$ is transmitting the information. We use the forward and backward decoding approach as in [209, 229]. Also, all the direct path signals are intended to be
decoded in the backward decoding stage. In the forward decoding stage node A has to decode $W_{1AB}$ and $W_{2AB}$ if these messages are employed. Note that, if node A can decode all the data contained in the signals, the channel is like a multiple access channel [54] from the point of view of node A. Based on this, we obtain a set of rate constraints defining the upper bound on the achievable region with respect to node A. For instance,

\begin{align*}
R_{12} &< E \left\{ C \left( \frac{K_{1A}^2 P_{12}}{N_A} \right) \right\} \quad (6.5) \\
R_{1A} &< E \left\{ C \left( \frac{K_{1A}^2 P_{1A}}{N_A} \right) \right\} \quad (6.6) \\
R_{1B} &< E \left\{ C \left( \frac{K_{1A}^2 P_{1B}}{N_A} \right) \right\} \quad (6.7) \\
R_{BA} &< E \left\{ C \left( \frac{K_{BA}^2 P_{BA}}{N_A} \right) \right\} \quad (6.8) \\
R_{1AB} &< E \left\{ C \left( \frac{K_{1A}^2 P_{1AB}}{N_A} \right) \right\} \quad (6.9) \\
R_{2AB} &< E \left\{ C \left( \frac{K_{2A}^2 P_{2AB}}{N_A} \right) \right\} \quad (6.10) \\
R_{1A} + R_{1B} &< E \left\{ C \left( \frac{K_{1A}^2 (P_{1A} + P_{1B})}{N_A} \right) \right\} \quad (6.11)
\end{align*}

where, $E(\cdot)$ denotes an expectation and $C(x) = (1/2) \log(1 + x)$. Node A has to decode $W_{1AB}$ and $W_{2AB}$ to facilitate a relay in the next block. Thus, constraints on $R_{1AB}$ and $R_{2AB}$ are required. The above rate constraints (6.5)-(6.11) are only few examples of a large set of constraints that could be penned. The other rate constraints, such as \{\( R_{21}, R_{2A}, R_{2B}, R_{12A}, R_{1BA}, \ldots, R_{21A}, R_{21B}, \ldots, R_{1A} + R_{12}, \ldots, R_{1A} + R_{1B} + R_{12} + R_{12A} + R_{12B} + R_{1AB} + R_{1BA}, \ldots \}\}, could be derived for node A.

Following the same approach as for node A, the rate constraints for nodes B,1 and 2 could also be derived. Hence, in the forward decoding stage node B has to decode $W_{1BA}$ and $W_{2BA}$, node 1 needs to decode $W_{21A}$ and $W_{21B}$, and node 2
will need to decode $W_{12A}$ and $W_{12B}$.

In the backward decoding stage, node $A$ has to decode $W_{1A}$, $W_{2A}$, $W_{1BA}$, $W_{2BA}$, $W_{12A}$ and $W_{21A}$. Therefore,

\[
R_{1A} < E \left\{ C \left( \frac{K_{1A}^2 P_{1A}}{N_A} \right) \right\} \quad (6.12)
\]
\[
R_{2A} < E \left\{ C \left( \frac{K_{2A}^2 P_{2A}}{N_A} \right) \right\} \quad (6.13)
\]

But, if say $W_{1B}$ can also be decoded rather than being considered as noise then,

\[
R_{1B} < E \left\{ C \left( \frac{K_{1A}^2 P_{1B}}{N_A} \right) \right\} \quad (6.14)
\]

Similarly, if $W_{2B}$, $W_{12}$ and $W_{21}$ can also be decoded instead of being considered as noise, then:

\[
R_{1B} < E \left\{ C \left( \frac{K_{1A}^2 P_{1B}}{N_A} \right) \right\} \quad (6.15)
\]
\[
R_{2B} < E \left\{ C \left( \frac{K_{2A}^2 P_{2B}}{N_A} \right) \right\} \quad (6.16)
\]
\[
R_{12} < E \left\{ C \left( \frac{K_{1A}^2 P_{12}}{N_A} \right) \right\} \quad (6.17)
\]
\[
R_{21} < E \left\{ C \left( \frac{K_{2A}^2 P_{21}}{N_A} \right) \right\} \quad (6.18)
\]

The above mentioned rate constraints are only a few from the large set of constraints. As in forward decoding, a huge set of rate constraints can be derived for nodes $A$, $B$, 1, and 2. The messages that the nodes have to decode in forward and backward decoding have been summarized in Table 6.4. Note, that some of the rate constraints in the set describing them might be redundant depending on the scenarios.

The rate constraints derived, so far, handle the cooperation implicitly. We shall now explicitly concentrate on transmitter and/or receiver cooperation and examine their consequences. Consider the rate required to transmit from node 1
<table>
<thead>
<tr>
<th>Decoding Stage</th>
<th>Transmitting Nodes</th>
<th>Receiving Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward</td>
<td>$W_{21A}, W_{21B}$</td>
<td>$W_{12A}, W_{12B}$</td>
</tr>
<tr>
<td>Backward</td>
<td>$W_{21}$</td>
<td>$W_{12}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Messages required by nodes $\{1, 2, A, B\}$ to decode in forward and backward decoding

to $A$ exploiting cooperation, $R_{1 \rightarrow A}$, as described in (6.1):

$$R_{1 \rightarrow A} = R_{1A} + R_{1BA} + R_{12A} \quad (6.19)$$

The rates $R_{1A}$, $R_{1BA}$ and $R_{12A}$ were derived during the backward decoding. Now, by employing backward decoding for node $A$ and considering cooperation, the rate, $R_{1A} + R_{12A}$ is given by:

$$R_{1A} + R_{12A} < E \left\{ C \left( \frac{K_{1A}^2 (P_{1A} + P_{12A} + P_{U12A}) + K_{2A}^2 P_{U21A} + 2K_{1A} K_{2A} \sqrt{P_{U12A} P_{U21A}}}{N_A} \right) \right\}$$

Similarly, the other rates in (6.1) could be evaluated to yield:

$$R_{1 \rightarrow A} < E \left\{ C \left( \frac{Z}{N_A} \right) \right\} \quad (6.20)$$

where,

$$Z = K_{1A}^2 P_{1 \rightarrow A} + K_{2A}^2 P_{U} + K_{BA}^2 P_{UBA} + 2K_{1A} K_{2A} P_{U}$$
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with,

\[
P_{1\rightarrow A} = P_{1A} + P_{1BA} + P_{12A} + P_{U1BA} + P_{U12A}
\]

\[
P_{U'} = P_{U2BA} + P_{U21A}
\]

\[
P_{U''} = \sqrt{P_{U12A}P_{U21A} + P_{U1BA}P_{U2BA}}
\]

In (6.20), \(U_{BA}\) represents the receiver cooperative signal coherently combined with the signals transmitted from nodes 1 and 2. Although \(U_{1BA}\) and \(U_{2BA}\) are coherent signal meant to combine at node \(B\), they do consist of transmitter cooperation as the signals transmitted to node \(B\) also results from cooperative coding at the transmitters. If no transmitter cooperation is allowed, then the signals available at \(B\) will only be the relay signals from nodes 1 and 2 coherently combining. Hence, clearly the effect of transmitter cooperation is higher than the receiver cooperation. Also, by appropriate selection of power values in (6.20), transmitter and/or receiver cooperation can be explored. Similarly to (6.20), the other rate constraints described in (6.2), (6.3), and (6.4) can also be derived. Based on these, define:

\[
R_1 = R_{1\rightarrow A} + R_{1\rightarrow B}
\]

\[
R_2 = R_{2\rightarrow A} + R_{2\rightarrow B}
\]

Using the above definition for \(R_1\) and \(R_2\), the advantages gained by using cooperation over not using any are summarized in Figure 6.4. Here, the distance between transmitters (within a cluster) is assumed to be much less than that between the transmitter and receiver. The distance between the receivers is assumed to be same as that between the transmitters. From Figure 6.4, it is quite evident that there are for sure advantages of using cooperation. However, employing only receiver cooperation does not yield significant gain compared to employing only transmitter cooperation. Using both transmitter and receiver cooperation is
superior to using either alone. This result coincides with that in [117], although they had different channel models. Hence, it is sufficient to use only transmitter cooperation if the rate is not a hard constraint. It should be noted that if the distance between the nodes within a cluster is increased, then the gain obtained from cooperation will certainly reduce. If the distance between the nodes is large enough then the rate region will collapse to that without cooperation.

### 6.5 Discussion and Practical Implementation

The above sections discussed the cooperative rate regions for a four nodes channel model. From the derivations, it is evident that there certainly is gain in using cooperation. However, as few good things come for free, there is a high processing cost to pay. Hence, cooperative transmission should be used only when necessary.
For instance, if a relay node is available, then it is always advisable to opt for it.

Also note that the cooperative transmission channel is very much different from the known channels such as multiple access, broadcast, relay [54], and multiple input multiple output (MIMO) [232]. However, these channels can be considered as the special cases of our formulation. Another channel model similar to cooperative transmission is distributed MIMO [62] but this involves high cost in node synchronization and also involves only one source and destination. It should be noted that the application of a cooperative strategy is highly dependent on geographical locations. For example, if two transmitters are collocated, then it can essentially behave as one node [228, 229]. Hence, the decision to implement a cooperative scheme also depends on the geographical constraints.

The theoretical analysis of the 4-node channel model suggested that the transmitter cooperation outperforms receiver cooperation significantly. Hence, in practice it is wise to consider only a transmitter cooperative strategy. This will also reduce the processing and implementation cost which otherwise is very high. One of the approaches is to implement the algorithms suggested in [138, 109] depending on the channel conditions. Another approach is superposition of the nodes. For instance, consider the channel model as in Figure 6.2. The four nodes, \{1, 2, A, B\}, can be divided into two sets of three nodes, for example \{1, 2, A\} and \{1, 2, B\}. The partitioning of the sets depend on the geographic location. For instance, consider the channel model as in Figure 6.5.

In this case, the transmitting nodes 1 and 2 cooperatively transmit a message to node B, which in turn relays the information stream to node A. Once the set is partitioned into a 3 node channel model, the algorithm suggested in [209, 210] could be implemented.
6.6 Conclusions

This chapter considered the problem of communications between two distant clusters of nodes. A cooperative transmission strategy was considered to overcome the gap in the multihop networks. The outer bound on the rates was derived. From the information theoretical analysis, it is evident that the transmitter cooperation is more significant than the receiver cooperation. Some practical implementation techniques were outlined. It may be noted that due to the high cost in implementation involved in cooperative coding, whenever relays are available they should be used.
CHAPTER 7

Resource Allocation and QoS in Wireless Ad Hoc Networks

quality of service (QoS) - The performance properties of a network service, possibly including throughput, transit delay, priority.
- Webster’s Dictionary.

Wireless ad hoc networks, also called wireless multi-hop networks, are formed by multiple nodes, each possessing a wireless transceiver, communicating amongst themselves. An ad hoc network can be used to exchange information between the nodes and to allow nodes to communicate with remote sites that they otherwise would not have the capability to reach. Wireless ad hoc networks can be either static, e.g. sensor networks, or mobile, e.g. Unmanned Aerial Vehicle (UAV) networks. The most important design criterion for any type of networks is guaranteeing Quality of Service, QoS [154].

QoS has become an important issue in various kinds of data networks as some users are no longer satisfied with resource allocation based on service provisioning. QoS measures include bandwidth, delay and delivery guarantees. Different classes of traffic (e.g. voice, data, image, video, etc.) have different bandwidth and delay requirements. Many issues of resource allocation for QoS provisioning are discussed in [44, 120, 119].
In previous chapters, physical layer implications of the ad hoc and sensor networks are presented. This chapter deals with the higher layer abstraction of these networks. Here, the possibility of communication cooperation is not considered and links are considered as aggregation of communicating groups.

We consider mobile ad hoc networks, in which nodes must balance a variety of tasks including sensing and communications. Nodes might thus change location or trajectory for sensing purposes, with constraints on disruption to the QoS of the network. For example, a sensor node may be required to have its position change for improved source identification without disrupting the pre-existing communications. Similarly, in a UAV network, a node might have to move to replace a failed backbone node. This chapter proposes a solution to the following two problems [175]:

1. Maximization of non-communication application QoS (node motion to facilitate sensing) with communication QoS constraints (packet delay, etc.).

2. Maximizing throughput for the newly formed links with communication QoS and link capacities constraints at the new position of the node.

Because the mobile radio channel is fast varying and the number of user nodes is large, a fast and robust decision making algorithm is needed that accommodates a large number of variables for dynamic resource allocation to be feasible [44, 120]. We also propose a heuristic that produces an algorithm that approaches the theoretical limits.
7.1 Convex Optimization and Geometric Programming

Convex optimization refers to minimizing a convex objective function over convex constraint sets. The problems considered in this chapter are non-linear and hence needs some efficient algorithms for solution. However, these problems can be turned into a special class of convex optimization problems called geometric programming [31, 240]. Geometric programs focus on monomial and posynomial functions [31].

Definition 7.1.1

A monomial is a function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \), where the domain contains all real vectors with positive components:

\[
f(x) = cx_1^{a_1}x_2^{a_2} \cdots x_n^{a_n}, \quad c \geq 0 \text{ and } a_i \in \mathbb{R}
\]  

(7.1)

The exponents \( a_i \) of a monomial can be any real numbers, including fractional or negative, but the coefficient \( c \) must be nonnegative.

Definition 7.1.2

A sum of monomials, i.e. a function of the form

\[
f(x) = \sum_k c_k x_1^{a_{1k}} x_2^{a_{2k}} \cdots x_n^{a_{nk}}, \quad c_j \geq 0
\]  

(7.2)

is called a posynomial.

Posynomials are closed under addition, multiplication, and nonnegative scaling. Monomials are closed under multiplication and, when the denominator is nonzero, division. If a posynomial is multiplied by a monomial, the result is a posynomial; similarly, a posynomial can be divided by a nonzero monomial, with the result a posynomial.
Geometric programming is an optimization problem of the form:

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 1, \quad i = 1, \ldots, m \\
& \quad h_i(x) = 1, \quad i = 1, \ldots, p
\end{align*}
\]  \tag{7.3}

where \(f_0, \ldots, f_m\) are posynomials and \(h_1, \ldots, h_p\) are monomials. Geometric programming in the above form is not a convex optimization problem. However, with a change of variables: \(y_i = \log x_i\) and \(b_{ik} = \log c_{ik}\), the geometric programming form is put into convex form:

\[
\begin{align*}
\text{minimize} & \quad \tilde{f}_0(y) = \log \sum_k \exp (a_{0k}^T y + b_{0k}) \\
\text{subject to} & \quad \tilde{f}_i(y) = \log \sum_k \exp (a_{ik}^T y + b_{ik}) \leq 0 \\
& \quad \tilde{h}_i(y) = g_i^T y + h_i = 0
\end{align*}
\]  \tag{7.4}

It can be verified that the log sum of exponentials is a convex function [31]. Since the functions \(\tilde{f}_i\) are convex and \(\tilde{h}_i\) are affine, the problem is a convex optimization problem. Convex optimization problems can be solved globally and efficiently through interior point and primal dual methods [163], with running times that usually scale to the square root of the problem size.

### 7.2 Problem Formulation

Similar to [44], optimization variables include powers, the number of packets in each traffic class, bandwidth, delay and delivery guarantee required for each QoS class, and capacity for each link. Consider a network with \(J\) links with the link capacity of \(C_j\) packets per second for each link \(j\). The link capacity can be calculated from Shannon’s capacity [214, 186] as,

\[
C_j = w_j \log_2 \left( 1 + \frac{P}{x_i^4 N_0} \right) \tag{7.5}
\]
where \( w_j \) Hertz is the bandwidth available on link \( j \) and \( P/x_i^4 \) Watts is the power available to the receiver \( i \) at distance \( x \) meters from the transmitter.

There are \( K \) classes of traffic with different QoS requirements to be transported over the network. For each QoS class \( k \), the bandwidth required on link \( j \) is \( b_{kj} \) Hertz and the delay guarantee in the service level agreement is \( d_{k,UB} \) seconds. Also, a minimum probability of delivering a packet across the unreliable network is required in the service level agreement, SLA, denoted by \( p_{k,LB} \). Here, propagation delay is ignored as it is constant for optimization parameters and only delay due to the transmission line is taken into account.

Each stream of traffic from source \( s \) to destination \( d \) will traverse certain specific links as dictated by the routing protocol. Denote by \( K_j \) the set of traffic using link \( j \) and by \( J_k \) the set of links traversed by QoS class \( k \). Denote by \( n_{kj} \) the number of packets dynamically admitted in the \( k^{th} \) class of traffic on link \( j \).

The possibility of link failure should also be taken into consideration. Let \( p_j \) be the probability that a link will be maintained during the transmission. The link may fail either due to power shutdown or deep fading causing an outage. The probability \( p_j \) can be increased by increasing the transmission power on link \( j \) while keeping other parameters of the network constant.

The above constraints on link capacity, bandwidth requirement, delay and delivery probability guarantee do not form a linear program. However, these non-linear optimizations can be turned into a geometric programming problem.

7.2.1 Displacement maximization

Here, we assume that the nodes know the location of their 1-hop neighbors. i.e. the nodes have the distance and angular information of their immediate neighbors. In addition, we make the assumption of common radio range \( R \), for
all the nodes in the network. We will first consider the case where the node which has to move from its original location or deviate from its original path has only one nearest neighbor i.e. has only one link attached to it. Then, we shall deal with the general case of \( n \) links. Let \( X \) denote the location of a node; we will also use \( X \) to refer to the node itself.

### 7.2.1.1 Single Link Formulation

Consider a simple wireless network with 3 nodes and 2 links as shown in Figure 7.1. A node \( C \) needs to move to \( C' \). This has to be done without disrupting ongoing communications. Here, any change in the position of node \( C \) will only affect the node \( B \). Hence, the aim is to find the largest possible displacement for node \( C \) along the path \( CC' \) (consider only the geodesics).

![Figure 7.1: A Simple Network with 2 links](image)

Let the distance between \( C \) and \( C' \) be denoted by \( D \) and the displacement of node \( C \) by \( r \), then the objective function is to minimize \( D - r \). As the node’s position changes, the link distance of that node with its 1-hop neighbors changes. Hence, the link distance \( BC \) changes with the node’s position. The change in
link distance will cause the change in the link capacity as given by (7.5). Let \( C'' \) be the new position of node at distance \( r \) from \( C \). If the link distance \( BC \) is denoted by \( d_i \) then the distance \( BC'' \) is given by,

\[
x_i = \sqrt{r^2 + d_i^2 - 2d_i r \cos \alpha}
\]

(7.6)

where \( \alpha \) is \( \angle BC'C'' \) and subscript \( i \) generalizes for any link \( i \). In general, from geometry it follows,

\[
x_i > d_i \quad \text{for} \quad \begin{cases} 
0^\circ \leq \alpha < 90^\circ \quad \text{and} \quad r > 2d_i \cos \alpha \\
90^\circ \leq \alpha \leq 270^\circ \quad \text{and} \quad r > 0 \\
270^\circ < \alpha \leq 360^\circ \quad \text{and} \quad r > 2d_i \cos \alpha
\end{cases}
\]

(7.7)

\[
x_i \leq d_i \quad \text{for} \quad \begin{cases} 
0^\circ \leq \alpha < 90^\circ \quad \text{and} \quad 0 \leq r \leq 2d_i \cos \alpha \\
270^\circ < \alpha \leq 360^\circ \quad \text{and} \quad 0 \leq r \leq 2d_i \cos \alpha
\end{cases}
\]

(7.8)

The optimization problem for any link \( i \) can thus be formulated as:

minimize \( D - r \)

subject to

(i) \( w_i \log_2 \left( 1 + \frac{P}{x_i N_0} \right) = C_i \)

(ii) \( \sqrt{r^2 + d_i^2 + 2d_i r \cos \alpha} = x_i \)

(iii) \( x_i \leq R \)

(iv) \( r \leq D + \delta \)

(v) \( \sum_{k \in K_j} b_{kj} n_{kj} \leq C_j \)

(vi) \( \sum_{j \in J_k} \left( \frac{\sum_{i \in K_j} n_{ij}}{C_j} \right) \leq d_{k,UB}, \quad \forall k \)

(vii) \( \prod_{j \in I_k} p_j \geq p_{k,LB}, \quad \forall k \)

(viii) \( b_{kj} n_{kj} \geq R_k, \quad \forall k \)

(ix) \( n_{kj} \geq N_{kj}, \quad \forall k \)

(x) \( p_j \leq p_{j,UB} \)

(xi) \( b_{kj}, C_j, p_j, d_{k,UB}, p_{k,LB} \geq 0 \)
The constraints (i) and (ii) in 7.8 define link capacity and link distance respectively. The constraint (iii) is the radio range constraint. The constraint (iv) bounds the displacement, \( r \), of the node. The constraint (v) is the link capacity constraint, constraint (vi) is the delay guarantee constraint and (vii) the delivery probability constraint. The constraint (viii) delivers a guaranteed data rate to each class of traffic. The constraint (ix) guarantees the minimum data packets, \( N_{kj} \) to each link. The other constraints are positivity constraints on the variables, and an upper bound constraint on \( p_j \).

The following parameters are all potential optimization variables: \( b_{kj} \), \( n_{kj} \), \( p_j \), \( C_j \), \( d_{k,UB} \) and \( p_{k,LB} \). Variables \( b_{kj} \), \( d_{k,UB} \) and \( p_{k,LB} \) are terms in service level agreement (SLA). The link capacities \( C_j \) and probability of maintaining a link \( p_j \) are network resources to be optimized over. Admission control and throughput is reflected in \( n_{kj} \).

The optimization problem in (7.8) is of the non-linear form as the optimization variables are multiplied together. Also, it cannot be solved as any standard optimization problem because of the presence of logarithmic and root functions. But, note that, by maximizing \( D - r \), we are minimizing \( r \) and hence \( x_i \) as long as \( \alpha \) satisfies the conditions given in (7.7). This in turn will minimize \( C_j \). Also, note that, if capacity increases then the above constraints will be satisfied and the solution becomes trivial. So, we shall consider the case where link distance increases with \( r \). With this background, the optimization problem for the link \( i \)
attached with the node to be displaced can be reformulated as,

\[
\begin{align*}
\text{minimize} & \quad C_i \\
\text{subject to} & \quad \sum_{k \in K_j} b_{kj}n_{kj} \leq C_j \\
& \quad \sum_{j \in J_k} \left( \sum_{i \in K_j} n_{ij} \right) \leq d_{k,UB}, \quad \forall k \\
& \quad \prod_{j \in J_k} p_j \geq p_{k,LB}, \quad \forall k \\
& \quad b_{kj}n_{kj} \geq R_k, \quad \forall k \\
& \quad n_{kj} \geq N_{kj}, \quad \forall k \\
& \quad p_j \leq p_{j,UB} \\
& \quad b_{kj}, C_j, p_j, d_{k,UB}, p_{k,LB} \geq 0
\end{align*}
\] (7.9)

In the formulation (7.9), the constraint on the minimum number of data packets on the link ensures that the throughput is not vastly affected while minimizing the link capacity. The formulation is still a non-linear optimization but all the constraints are in posynomial form. Thus, the optimization problem in (7.9) is a form of geometric programming and can be easily solved. On obtaining the value of the feasible link capacity, the link distance and hence the displacement \( r \) can be calculated from (7.5), (7.6) and the fact that \( r \leq D + \delta \) where \( \delta > 0 \). We can now extend the optimization problem for the general case of multiple links attached to the node to be displaced.

### 7.2.1.2 Multi-link Formulation

Consider a network as depicted by Figure 7.2. Here, there are 3 links attached to the node \( C \) to be displaced. Similarly to the 1-link case, the interesting case is where the angle formed by the links with \( CC'' \) is obtuse. The constraints for the \( n \)-link case remain the same as the single link. Instead of minimizing capacity of a single link, we need to minimize the capacity of all the links attached with node at \( C \). Let \( L \) be the number of links attached to the node that needs to change its
Figure 7.2: Network with multiple links attached to node to be displaced

position or trajectory and $\gamma_j$ be the weighting factor or priority assigned to each link, then we have the following lemma:

**Lemma 7.2.1** The displacement maximization optimization problem can be reduced to a geometric program.

Let

$$\text{minimize } \sum_{j=1}^{L} \gamma_j C_j$$

subject to

$$\sum_{k \in K_j} b_{kj} n_{kj} \leq C_j$$

$$\sum_{j \in J_k} \left( \frac{\sum_{i \in K_j} n_{ij}}{C_j} \right) \leq d_{k,UB}, \quad \forall k$$

$$\prod_{j \in J_k} p_j \geq p_{k,LB}, \quad \forall k$$

$$b_{kj} n_{kj} \geq R_k, \quad \forall k$$

$$n_{kj} \geq N_{kj}, \quad \forall k$$

$$p_j \leq p_{j,UB}$$

$$b_{kj}, C_j, p_j, d_{k,UB}, p_{k,LB} \geq 0 \quad (7.10)$$

The formulation presented above has all the constraints as posynomials and hence can be solves as a geometric program [31, 240, 163].
We can also minimize the link capacity for the links forming acute angles with \( CC'' \) as the link distance is bound to increase from \( 2d_i \cos \alpha \). Similar to the single link case, once the feasible capacity for the individual link (attached to node \( C \)) is obtained, we can calculate if the displacement \( r \) is feasible for the individual links using (7.5), (7.6) and \( r \leq D + \delta \). i.e., if link \( i \) and link \( j \) are attached to the node to be displaced and associated feasible link capacities are \( C_i \) and \( C_j \) respectively then, we can calculate the individual displacements \( r_i \) and \( r_j \) for the links \( i \) and \( j \) respectively. On knowing the node displacement that the individual links can afford, the final displacement that is in agreement with all the associated links, here links \( i \) and \( j \), is \( r = \min\{r_i, r_j\} \).

### 7.2.2 Throughput Maximization

The node which has moved from its original position to a new one may form a new set of 1-hop neighbors. Figure 7.3 depicts such a scenario. This calls for the reassignment of traffic on the links attached to the displaced node. The reassignment of traffic can be done by solving the optimization problem for throughput maximization as described in Lemma 7.2.2.
Lemma 7.2.2 Throughput maximization for the newly formed links

\[
\text{maximize } \sum_{j=1}^{L} \sum_{k=1}^{K} n_{kj}
\]

subject to

\[
\sum_{k \in K_j} b_{kj} n_{kj} \leq C_j \\
\sum_{j \in J_k} \left( \frac{\sum_{i \in K_j} n_{ij}}{c_j} \right) \leq d_{k,UB}, \quad \forall k \\
b_{kj} n_{kj} \geq R_k, \quad \forall k \\
n_{kj} \geq N_{kj}, \quad \forall k \\
p_j \leq p_{j,UB} \\
b_{kj}, C_j, p_j, d_{k,UB}, p_{k,LB} \geq 0
\]

(7.11)

Similar to Lemma 7.2.1, the constraints here too are polynomials. Hence, this also is a geometric program [31, 240, 163].

In the next section we shall consider some simulations for the optimization problems mentioned in this section.

7.3 Simulation

Example 7.3.1 (Single Link Formulation)

A simple four node multi-hop network is considered in this example. As shown in Figure 7.4, the network consists of four nodes \(A, B, C,\) and \(D,\) and three links 1, 2, and 3. There are two traffic classes - audio and video - that have to be transported across the network. The route for audio traffic is \(BCD\) and that for video traffic is \(ABC\). The node \(D\) has to be moved to a new location \(D'\) such that the pre-existing QoS is not disrupted. The new location \(D'\) is 15m from \(D\) and \(\angle CDD' = 120^\circ.\) Let each link length be 10m i.e. \(AB = BC = CD = 10m.\) The data rate for audio and video traffic is 32kbps and 200kbps respectively. The
affordable delay for audio traffic is 75ms and that for video traffic is 100ms. Let the bandwidth occupied by audio and video traffic on any link be 50KHz and 500KHz respectively. The link capacities and the number of packets dynamically admitted on each link will constitute the optimization variables. The objective is to calculate the distance that node $D$ can move along the path $DD'$. On solving the optimization problem 7.9, we get the minimum capacity on link 3 as $150000.03$ bps. If the total channel width on link 3 is 1MHz, transmission power as 1W and the noise level as 40dB below then, the feasible distance that node $D$ can be moved along $DD'$ is 10.07m.

**Example 7.3.2 (Multiple Link Formulation)**

In this example we consider the displacement for a node having multiple links (see Figure 7.5). The data for this problem remains the same as in example 7.3.1 except that the node that needs to be displaced is $C$. On solving the optimization problem, the link capacities that we obtain are $C_2 = 650000.01$ bps and $C_3 = 150000.03$ bps. For these link capacities, the maximum displacement that node $C$ can afford is 2.015m.
Example 7.3.3 (Throughput Maximization)

Here we consider an example of maximizing throughput of the newly formed network at the node's new location. The network for this example is depicted in Figure 7.6. The audio traffic is considered over the links 1, 2 and 4, and the video traffic over the links 2, 3 and 4. The value for the data rate, bandwidth and the delay for the traffic class remain the same as in example 7.3.1. The link capacities are given by $C_1 = 500000\,\text{bps}$, $C_2 = 6000000\,\text{bps}$, $C_3 = 5000000\,\text{bps}$ and $C_4 = 6000000\,\text{bps}$. The optimization variables are the number of packets dynamically admitted. Denote $n_{ai}$ as the number of audio packets dynamically admitted on $i^{th}$ link and $n_{vi}$ as the number of video packets on $i^{th}$ link. On solving
the optimization problem, \( n_{a1} = 10, n_{a2} = 28, n_{v2} = 9, n_{v3} = 10, n_{a4} = 28 \) and \( n_{v4} = 9 \).

### 7.4 Heuristic Approach

The algorithm in Lemma 7.2.1 and Lemma 7.2.2 requires global information of the network. Hence, it may not be readily implemented. This demands an heuristic approach so that the algorithm can be implemented in real time. The approach employs the same idea as the theoretical case but instead of executing the algorithm (geometric program) with global information, the algorithm is executed only with the local information served by one-hop neighbors of the node that has to be displaced. The other details remain the same. Hence, the requirement of having the global information for decision-making is avoided. For example, on solving the example 7.3.1 with only the local information and having a minimum of three dynamically admitted audio packets on link 3, we obtain the feasible distance that node \( D \) can be moved along \( DD' \) as 10.07m. For this case the heuristic approaches the theoretical limits. But, this certainly will not be true for a more complex network. Because of the lack of global information, the delay associated with the delivery of traffic across the network is not well defined. Various other heuristics for the geometric program are also available as stated in [119, 217].

### 7.5 Conclusions

For mobile ad-hoc networks, nodes must balance a variety of tasks including sensing and communications relays. Mobile nodes might thus change location or trajectory for sensing purposes, subject to constraints on disruption of network QoS. The maximization of non-communication application QoS (e.g. node...
motion to facilitate sensing) with communication QoS (e.g. packet delay, etc.) constraints and the throughput maximization is considered in this chapter. This is done for mobile ad-hoc networks with multi-hop transmission. Although these formulations are non-linear, it can be readily solved by posing it as a geometric program. The heuristic approach to implement these algorithms in real time has also been discussed.
CHAPTER 8

Concluding Remarks and Future Research

_If we knew what it was we were doing, it would not be called research, would it?_ - A. Einstein.

### 8.1 Concluding Remarks

Many applications of sensor networks and ad hoc networks require the large scale deployment of the nodes. However, the recent results in [98] were discouraging for such deployments indicating non-scalable behavior. Wireless ad hoc networks were shown to be scalable with the adjustment in source-destination pair distribution. In other words, if the communications in the network is made local then the scalability results could be obtained. Another approach to scalable networks is to provide extra resources such as bandwidth and to have a hierarchical architecture. If mobility is allowed in these networks then scenario changes further. For example, a network with random mobility is scalable [96]. However, there was no constraint on delay and hence the scalability could only be achieved at infinite delay. We considered the network with the combination of static nodes and controllably mobile nodes. For this network model, the worst case delay could be guaranteed and with mobile nodes being only a fraction of static nodes, both per-node throughput and delay could be made finite.

The scalability question in sensor networks transforms into the problem of
information extraction at the desired fidelity. The highest efficiency solution requires joint source-channel coding. However, if the sensors and communication relays densities are made sufficiently large, the decoupling of source and channel coding is possible, yielding scalability with suboptimal resource usage. To completely characterize the sensor network in practice, the notion of spatial fidelity must be considered. This enables the analysis of sensor density and locally cooperating sensors. The spatial fidelity for point sources is equivalent to spatial separation between them whereas for a distributed phenomenon it maps to the cut-off frequency. Based on this, the heuristics for the determination of undersampling, critical-sampling, or over sampling could be proposed.

Continuing further on rate-distortion problems in sensor networks, a generalized solution to the rate-distortion problem with side information and CEO system were derived. These results are an essential building block in the development of a complete information theory for the sensing coverage and communication performance of sensor networks. Engineers could utilize these results to formulate various resource constrained optimization problems to calculate the required sensor density. However, the sources were assumed to be Gaussian for analytical simplicity and an extension to non-Gaussian sources remain an interesting challenge.

One problem in sensor or ad hoc networks is to overcome the gap between two clusters (or groups) of nodes, that is, to communicate the data to a distant cluster. The cooperation between two transmitters and two receivers is considered to solve this problem. From the information theoretic analysis, the transmitter cooperation is found to be more significant than the receiver cooperation. Hence, the practical algorithms could be developed with the transmitter cooperation only. However, it may be noted that due to the high cost of implementation
involved in cooperative coding, it should be used only when required. Ideally, the use of any available relay channel is suggested.

At a higher layer, practical algorithms for wireless ad hoc as well as sensor networks could be formulated that guarantees the QoS constraints such as delay, bandwidth, link capacity, and transmission rate. This also takes care of an unexpected topological changes. The heuristics proposed for guaranteeing QoS in networks closely follows the theoretical optimization formulations. In particular, the maximization of non-communication application QoS (e. g. node motion to facilitate sensing) with communication QoS (e. g. packet delay, etc.) constraints and the throughput maximization could be efficiently solved.

8.2 Information Theory and Statistics

Information theory has the distinction of having an identifiable beginning. However, it also has the large set of open problems. The purpose of this section is to exploit the close relation between information theory and statistics for the possible solutions of the unknown information theoretic problems.

Information theory is the study of data compression and transmission. This field relies on characterizations of data (structures, regularities, long-run behavior) and noise (broadly, the transformations applied during transmission), as well as the costs associated with preparing and communicating the data. Not surprisingly, information theory draws on probability theory and shares many fundamental ideas with statistics. For example, the likelihood ratio test in statistics can be expressed in terms of information theory as: $D(P_{X^n} \parallel P_2) - D(P_{X^n} \parallel P_1) \geq \frac{1}{n} \log T$. Another common example is Fisher Information which has a close relation with the entropy. The relation between information theory and statis-
tics is exploited by many researchers and comprehensive summary of it could be found in [54, 135, 242].

The duality among these fields is clearly observable in detection theory. The objective of the decision problem to minimize the information loss between the source and sink terminals is equivalent to the maximization of the mutual information. The Gaussian CEO problem provides strong connections between information theory and statistics. Such interesting connections have also appeared in the investigation of the multi-terminal estimation problem introduced in [21] and studied in [262, 101, 7, 11]. The close correlation between information theory and statistics for Gaussian CEO system is described in [25, 243]. The calculation of achievable distortion is one of the most challenging parts in $R(D)$ bound derivation. The usual information theoretical analysis is limited to the Gaussian distribution. But with the use of Cramer-Rao Bound for random parameter estimation, it is possible to extend to non-Gaussian distributions. For instance,

$$D = \frac{1}{n} \sum_{t=1}^{n} E \left( X(t) - \hat{X}_t \right)^2$$

$$\geq \frac{1}{n} \sum_{t=1}^{n} E \left[ -\frac{\partial^2}{\partial X(t)^2} \log \Pr \left( X(t), \hat{X}_t, C_1, C_2, \ldots, C_L \right) \right]$$

In the above, depending on the distribution, the achievable lower bound on the distribution could be calculated. However, it should be noted that this still remains an open problem.

### 8.3 Future Research

Shannon’s separation theorem [214] states that source coding (compression) and channel coding (error protection) can be performed separately and sequentially,
while maintaining optimality. However, this is true only in the case of asymptotically long block lengths of data. Shannon also stated that if the rate-distortion function of the encoded source is smaller than the channel capacity, theoretically achievable performance is limited solely by source coding errors. However, this assumes that there are no constraints on tolerable channel encoding/decoding complexity which is never the case in real-world systems. Thus, in many practical applications, the conditions of the Shannon’s separation theorem neither hold, nor can be used as a good approximation. This resulted to considerable interest in joint source-channel coding (JSCC) to optimize overall performance at reasonable complexity levels.

Consider a sensor network where sensors are observing a physical phenomenon and they communicate to a fusion center over a common wireless channel with a power constraint. This is clearly a JSCC problem. The trade-off is between the total power of the sensors and the fidelity. The optimal trade-off between them is an open problem. One special case of this has been handled in [90]. Extensive research on JSCC has been done in image processing [193, 35, 156, 157, 194, 189]. In communications, the research on JSCC is mainly focused on the development joint source channel codes for a wireless single link [233, 95, 94]. A general approach for joint source-channel matching based on a parametric distortion model for single transmission link is addressed in [12]. The other approach for a single link is based on measure matching as in [90, 85].

As in the point-to-point case, the network source-channel communication problem is a matter of achieving the right marginal distributions. But the key problem is to identify the set of achievable marginals. The solution obviously lies in formulating the optimization problem similar to that formulated for single sender-receiver pair [214]. However, it may or may not be convex. In fact, the
formulation of the optimization problem itself is difficult. For example, consider a simplest possible network of 3 sources as in Figure 8.1. To further simplify things, suppose SNR at source $C$ is zero, that is, source $C$ will act only as the receiver. Hence, we have 3 sources ($A, B, C$) and 4 channels ($AB, AC, BA, BC$).

For such a scenario, many transmission combinations are possible depending on the Euclidean distances. For instance, SNR for all the channels could be same, or SNR for the channel between $A$ and $B$ maybe higher than that between $A$ and $C$ or $B$ and $C$. Also, there are constraints on every channel and source. The constraints include distortion, rate, power, and bandwidth. Note, this problem is certainly not similar to that discussed in [176, 209, 117] for the obvious reason that they discussed only channel coding. Here, the objective is to find the optimal trade-off between power and distortion.

There can be various questions asked based on the requirements such as what should be the optimal length of codes. Some of the feasible and interesting questions would be when to use JSCC, what propagation loss law should be followed or rather the range of exponent. In [90, 85] it was argued that for the large (tending to infinity) number of sensors the JSCC becomes inevitable. But based on our results for $m$-helper and CEO systems in Chapter 4 and 5
respectively, one can argue that the number of sensors required is finite and hence it seems JSCC may not be required. However, joint source channel coding is a rich regime for research.

Along with joint source-channel coding, it should be challenging and interesting to extend the information theoretical analysis to non-Gaussian sources. The code design for multiterminal systems also poses a challenge. In addition, the resource constrained optimization problems to provide the number of required sensors, and communication relays is also a good direction to look. The most significant feature in sensor networks deployed to observe a distributed phenomenon is the sampling frequency. Generally, it is assumed that the sampling is done at super Nyquist rate to avoid any aliasing effect. However, it remains difficult to have a general theory that can recognize between under-sampled, critically-sampled, or over-sampled field. This also could be a possible future direction.

Thus, while this thesis has made a number of contributions, the formulation of a general information theory for sensor networks remains a fascinating and rich area for future research.
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