UNIVERSITY OF CALIFORNIA

Los Angeles

Medium Access Control Protocols

for Cognitive Radio based Dynamic Spectrum Accessadrks

A dissertation submitted in partial satisfactiontiog
requirements for the degree Doctor of Philosophy

in Electrical Engineering

by

Wendong Hu

2008



© Copyright by
Wendong Hu

2008



The dissertation of Wendong Hu is approved.

William H. Mangione-Smith

Mani B. Srivastava

William J. Kaiser

Mario Gerla, Committee Co-chair

Gregory J. Pottie, Committee Co-chair

University of California, Los Angeles

2008



To my parents and grand parents



Table of Contents

1 INTrOAUCTION ...t eee e 1
2 Dynamic Spectrum Access NetWOIKS ........cooiecccciiiiieeieeeeeeeeeeeeeeee, 8
2.1 INTrOAUCTION ..ottt e e e e e s s s 8
2.2 Architectures of Dynamic Spectrum Access Ne®sOr..............ccccvvvvvvvieennen. 11
2.2.1 Centralized AcCesS ArChItECIUIE.......comerrriieiiiiiiiieeeeeee e 12
2.2.2 Distributed Access ArChiteCtUIe ........ccceevviiiiiiiiiiiiiiieeeee s 12
2.2.3 Autonomous ACCESS AICNILECLUIE. ... ommmeeeririiiiiiiiiieeeeeaee e e e e 13
2.3 Challenges of Dynamic Spectrum Access Networks..........c.oooovvviiiiiienennnn, 13
2.3.1 Identification of Spectrum OpPPOrtUNItIeS cecee..cevvvvveiieieieeiiiie e, 14

2.3.2 Coexistence for SPectrum ACCESS...... .o eeeereeriiiieeeseessiinseeseensnns 1D

2.3.3 Quality of SErviCeS ASSUIANCE ..........commmmmerrrrieeeeririiiieeeeseesiiinaeeaeennns 17
2.4 Cognitive Radio — the Enabling Technology of ®Networks....................... 17
2.4.1 Cognitive Radio ArChiteCtUre ...........ccceeveeviiieieieeiee e 18
2.4.2 Software Define Radio — the Re-configurabi@f@rm........................ 19
2.4.3 Cognitive FUNCLIONS ........iiiiiieiii et e e e 25
3 IEEE 802.22 Standard — an OVEeIVIEW..........ccccciiiiiiiiiiiiieeeeeeeeee 33
3.1 INTrOAUCTION ... e e e e e s 33
3.2 SYSEIM ASPECT. ... e et emmmmm ettt 34
3.3 Reference ArchiteCtUIe ..........cc.uuiiiimeeeeeiie e 36



3.4 PRYSICAI LAYET .. .cciiiiiiiiiiiiiii i ettt e e s e e e e e e e e e e e e eeeeeeeennneeessnnnnes 38

3.4.1 TDD OFDMA and Parameters ............ueeeccccceeeeeeeeeeeeisiiiiiieeeeeeee 38
3.4.2 Adaptive Modulation and Coding..........eeeeereiiiiiieeeeiiiiiie e 39
3.4.3 Sub-carrier Allocation and Channelization...............cccccvvviieiieeennnnn. 41
344 PreambIES.......oouiiiiiiiiiiiiiie e e 43
3.4.5 Ranging and Power CONtrol.............commmmeeeeeeeieiiiiee e eee e 44
3.5 Medium Access CONIol LAYEr ........cooivicemmmm e aeee 45
3.5.1 Management of Data TransSmiSSION .......ccvivieieeriiiiiiieeeeeeiineen, 45
3.5.2 Super-frame and Frame StruCtures ........ccceeeeeiveieiiiiie e 46
3.5.3 Network Entry and Initialization .........cccceoevviiiiiiiiiiiiiiceciiee e 48
3.5.4 Spectrum Sensing and Spectrum ManagementdBispp................... 49
3.5.5 Quiet Periods Scheduling for Spectrum Sensing..............cccceeeeene.. 49
3.5.6 Self-COBXISIENCE ......coeiiiiiiiiii i immmmem e 50
3.6 COogNItiVe FUNCLIONS .......uuiiiiiiiiiii s ettt e e e et e e e e et e e e e eeennaraa s 52
3.6.1  SPECtrum ManNAQET ........covuuuiiiiiiseeem e et r e e e e eee 53
3.6.2 Geo-Location and Database............cmmmeeeeeeeiiii 55
3.6.3  SPECLIUM SENSING....uiiiiiiiiiiiie et eeeee et e e e e e e e eeenes 56

4 Dynamic Frequency Hopping for DSA Networks.....cccvviieeeeeee... 59

4.1 INEFOTUCTION ....ciiiiiieiiii e re e e e e e 59

4.2 Principle of Dynamic Frequency HOPPING ...ceeemeeieieeeeeiiiiieeieeiee e 63
4.2.1 Simultaneous Sensing and Data TranSmiSSiQN wu.........ccvvvvvvvvvnnnnnns 63
4.2.2 Dynamic Frequency Hopping Operations .............ccccceeeeiieiieeeeeeennn. 64



4.2.3 Fast Channel SWItChING ........uuuiiiii e 5 6

4.2.4 Frequency Requirements for DFH........ccoooeioiiiiiiiiiiiiii 67
4.3 Dynamic Frequency Hopping COMMUNILIES ... eeeeerrriiiieeeeeiiiiiieeeeeennn.. 68
4.4 Dynamic Frequency Hopping Communities Managemen......................... 71
4.4.1 Neighborhood DiSCOVEIY ..........cuuiiiiiiiiii i 71
4.4.2 DFH Community Creation............coo.cs e eevvieeeeeeeiiieseeeeesaiineeeeaenns 72
4.4.3 DFH Community MainteNanCe...........ccoeeeeveiiiiiieeeeeeeiiie e 73
4.5 Coexistence of DFH COMMUNILIES .........vieeeeemiiiiiiiiiiiiiiieeeee e 75
4.5.1 Rearrangement of DFH CommunitieS........ccccceeiviiiiiiiiiiiiccccciiinn, 76
4.5.2 Collision Avoidance and ReSOIUtioN ......ccceeuviiiiiiiiiiiiiiiiiiiis 78
4.6 Performance ANAlYSES ......coouiiiiiii e 78
4.6.1 Throughput ANAlYSIS.......cccceiiiiiii e 78
4.6.2 Channel Usage Analysis for a group of Commi@si...............eeeeeeeee. 79
4.7 CONCIUSION ...ttt et e e e e e e e e nn e 81
Distributed Frequency Assignmentfor DFH .....cccccc.ooooiiiiiiiiiinnnnnn.n. 83
5.1 INtrOTUCTION ..ottt e e e e e 83
5.2 Related WOrK ... 85
5.3 System under Study and Problem Statement.. . ...cooveevvviiiiiiiieiiiiiiiineeenn. 87

5.4

5.3.1 Single Cell (Hopping) Operation ... eeeeeeuiiiieeeeeiiiiineeeesennnnnnns 87
5.3.2 Cellular Operation................uuuvrmmmmmmmeeeeeeeeesinniiasaaseeeeeeeaaseeeseereeen 88
5.3.3 Problem Statement...........oouuiiiiiemmeee e 89
Generation of HOPPING SEQUENCES........ o eeeeeeeeeeeeriiiiiiiinseeaeeeeaaaaaaens 20

Vi



5.4.1 Centralized APProach ... 90

5.4.2 Decentralized Approach.............cooceeee i 29
5.5 Performance Evaluation..................ommmmmeeeeeeeeeeee e 94
R 70 M Y/ =71 0 To o (0] [ To | V2 PP 94
5.5.2  RESUIS....ouiiiiiiiiiiiiii e 95
5.6 CONCIUSIONS ..ottt 101
Inter-Network Spectrum Sharing and Communicatians................ 103
6.1  INtrOTUCTION ..ottt e e e e 103
6.2 On Demand Spectrum Contention ProtoCol .....cceeeovvvviiiiiiiiiiiiiiiieeeceiin, 106
6.2.1  OVEIVIEW ...utiiiiiiieiieiie e emmmmm ettt e e e e e e e e e e 106
6.2.2 ODSC PrOCEAUIE.......uuuuiiiiiiiiiiiit e e 106
6.3 Beacon Period Framing Protocol..........comeumeeeiiiiiiiiiiiiiiiiiiie e, 110
6.3.1 Super-frame and Frame StruCture...... oo oeeeveeiiiiiieereiiiiiiieeeeennns 110

6.3.2 Beacon Period Frame StruCture ........ e eeeeeeeeeeeieieeieeenn. 112

6.3.3 Types of BP ASSIGNMENT .........uiiiiiiieeieeiii e 113
6.3.4 Inter-Network Communications using BP Framing...................... 114
6.3.5 Channel Coordinator and Channel Members..................ooeine 115
6.3.6 Flexible and Scalable Scheduling of Beacondeés.......................... 115
6.4 Performance Evaluation and DiSCUSSION ...cccceeiiiiiiiiiiiiiiiiiiiieeeeeeeee 116
6.5 CONCIUSION ...ttt e e e e e e e s 121

Conclusion, Discussion, and Future WorK ... eeeeceicninininnn. 122

T L CONCIUSION <. e e e e 122

Vil



T2 DISCUSSIONS ...ttt et et e e e et e e e e ean e e anaaeaen 124

T3 FULUIE WOTK ..o et rme e 129

References

viii



List of Figures

Figure 2-1
Figure 2-2
Figure 2-3
Figure 2-4

Figure 3-1

Figure 3-2
Figure 3-3
Figure 3-4
Figure 4-1
Figure 4-2
Figure 4-3
Figure 4-4
Figure 4-5
Figure 4-6
Figure 4-7
Figure 4-8
Figure 4-9

Figure 5-1

Spectrum Usage below 1 GHz during 1 Houktlanta in June 2002 ........ 9
Cognitive Radio ArchiteCtUre .......cceeeeeeeeeiiiiieeeeeeee e ee e, 19
Receiver Operating Characteristic CUIVe...........cccovvvvveevivrviiiiiiineennn. 27.
COgNITIVE ENQINEG ..ottt ettt e e e e e e e e e eeeeeseeeeeees 31

IEEE 802.22 Standard Relative to Ot E 802 Wireless

Communications StANAArAS ..........ccoiiiiiiiierrriieeeeee e 36
IEEE 802.22 WRAN Reference Architecture............ccccovvvvvevvvnvnnnninnnnn. 37
Pilot Pattern before Interleaving ..ccc..........uvviiiiiiiiiiieee e 42
Super-frame and Frame Structures in IBEBE22.........ccccccoeeeeeevviveveeennnns 47

A Typical 802.22 WRAN Cell Coexisting tniDTV and Part 74 Devices 60

The Basic Listen-before-talk OperationkEEE 802.22...............cccvvvveeeee. 62
Simultaneous Sensing and Data Transomgdiisten while Talking) ....... 64
Dynamic Frequency Hopping OPeratioN . .....cuueeeeeeeiiiiinniiiiiiinnnne 64
Fast Channel Switching for Dynamic Freqay HOpping .........ccccvvvvveeee. 66
Phase-shifting DFH Operation........cccc...coooooiiiiiiiiiiiiiiiiiiieceeeeeeeeeeans 68
DFH COMMUNITIES ...t st e e e e e e e e e e e seneeee s 69
Sequential Switching for New Member INBB .............oieiiiiiiieeeeeenenn. 75
Channel Usage Analysis for a Group off@aunities..........cccceeveeeeeeeeeeenn. 80

Average number of channels requiredriterference-free assignment for

the NON-hOPPING MOAE .......uiiiiiiiiiiiii e 6.9



Figure 5-2

Figure 5-3

Figure 5-4

Figure 5-5

Figure 6-1

Figure 6-2
Figure 6-3
Figure 6-4
Figure 6-5
Figure 6-6

Figure 6-7

Average Number of Channels Requirediverference-free Assignment in

the hopPING MOAE .....cooviii e 97

Probability Density Functions of the @inal Requirement for the

Centralized and Decentralized Approaches in theghgpmode .............. 99

Number of Channels Required for 4 differr graph instances. ................ 100

Percentage of Optimal Graph InstancesAarerage Difference to the

Optimum over the Normalized Average Node Degree.............ccc....... 101

A Typical Deployment Scenario Where Mplk WRAN Cells are

Coexisting with Digital TV and Wireless Microphor&ervices............... 104
Basic ODSC MeSSage FIOW..........ccceeeeiiiiiiiiiiiiee e 107
Super-frame and Frame Structures onilelChannels......................... 111
Beacon Period Frame StrUCIUIe ....ccooccveiiiiiiiiiiiiieeeeeeee e 112
Types of CoexiSteNCe SCENANIOS .. cwwmrevrreeereeriiiiieeeeeeriiineeeesensnnnn .l 17
Fairness of ODSC in Differenct Coexisterscenarios...................ooeeueee 119
Convergence Time of ODSC in Differente@estence Scenarios............ 120



List of Tables

Table 3-1 Modulation and Coding Rates for IEEE &R2................coovvvvvevviivnnniinennn.
Table 4-1 Spectrum Sensing Time for Various Sengiaghnologies................c..........
Table 6-1 Channel Occupancies of Coexisting WRANI<ia Three Types of

COBXISTENCE SCONAIIOS .. eneee ittt e e e e eaeens 118

Xi



Acknowledgements

| would like to take this opportunity to thank Pexfsor Gregory J. Pottie,
Professor Mario Gerla, and Professor William H. Mame-Smith for their constant
support in my Ph.D. study. | would like to thank ca Maria Fillippi and George A.
Vlantis, my managers at STMicroelectronics, forithesightful advices and providing
me the great opportunity to work on this excitiregearch topic. | would also like to
thank my other committee members, Professor Mar8i8zastava, and Professor
William J. Kaiser for their valuable comments angygestions. | am grateful to my
colleagues at STMicroelectronics, Jefferson E. Ovénwen Chu, and Kyeong Soo Kim
for the enjoyable technical discussions. | woukklto thank my collaborators at
Technical University Berlin, Professor Adam Woli€aniel Willkomm, James Gross,
Daniel Hollos, and Murad Abusubaih for the produetcollaborations in this area. Last
but not least, | would like to thank my colleagueshe IEEE 802.22 working group for
the unforgettable experience in pursuing the susoéshe first worldwide standard for
cognitive radio based dynamic spectrum access rm&syvo

| would like to thank Carl Stevenson, Gerald Chaamh, Zander Lei, Steve
Shellhammer, and Winston Caldwell for contributitagchapter 3, which is a version of
the coauthored article, “IEEE 802.22: The First @iliye Radio Standard on Wireless
Regional Area Networks (WRANS)”, that was SubmittedEEE Communications
Magazine.

Chapter 4 is a version of the co-authored papernidag Hu, Daniel Willkomm,

Murad Abusubaih, James Gross, George Vlantis, M@eoa, Adam Wolisz, Dynamic

Xii



Frequency Hopping Communities for Efficient IEEE2P2 Operation. IEEE
Communications Magazine, Special Issue: CognitiagiBs for Dynamic Spectrum
Access, vol. 45, no. 5, pp. 80-87, May 2007.

Chapter 5 is a version of the co-authored papeniBlaHollos, Daniel Willkomm,
James Gross, Wendong Hu, and Adam Wolisz, "Cezedlvs. Distributed Frequency
Assignment in Frequency Hopping (Cognitive Radi@llGlar Networks", Technical
Report TKN-07-007, Telecommunication Networks Grplipchnische Universitat
Berlin, December 2007. .

Chapter 6 is a version of the co-authored paperniéag Hu, Mario Gerla,
George Vlantis, and Gregory J. Pottie, “EfficieRtexible, and Scalable Inter-Network
Spectrum Sharing and Communications in CognitivEeEB02.22 Networks”, an invited
paper in the First IEEE International Workshop oodditive Radio and Advanced

Spectrum Management, Aalborg, Denmark in Feb 18820

Xiii



VITA

December 14, 1971 Born, Guangzhou, China

1993 B.S., Electrical Engineering
Dalian University of Technology
Liaoning, China

1993-2000 Engineer
Siemens Ltd., China

2002 M.S., Electrical Engineering
University of California, Los Angeles

PUBLICATIONS AND PRESENTATIONS

Hu, Wendong, Mario Gerla, George Vlantis, and Gmggh Pottie. Efficient, Flexible,
and Scalable Inter-Network Spectrum Sharing and @amcations in
Cognitive IEEE 802.22 Networks. An invited papeepented in the First
IEEE International Workshop on Cognitive Radio akdlvanced Spectrum
Management, Aalborg, Denmark in February 14, 2008.

Hu, Wendong, Daniel Willkomm, Murad Abusubaih, Jan&ross, George Vlantis,
Mario Gerla, Adam Wolisz. Dynamic Frequency Hoppl@gmmunities for
Efficient IEEE 802.22 Operation. IEEE Communicadvagazine, Special
Issue: Cognitive Radios for Dynamic Spectrum Access. 45, no. 5, pp.
80-87, May 2007.

Hu, Wendong. Scheduling Methods for Connection-dagsser-the-air, Inter-system
Communications for Wireless Networks. European Ratgplication,
Publication Number: EP 1 850 543 A2, ApplicationiNber: 07251782.4,
Date of Publication: October 31, 2007.

Hu, Wendong. Hierarchical Networks Utilizing Framieansmissions Pipelining. United
States Patent Application Publication, Publicatidumber: US
2008/0019423A1, Application Number: 11/779, 133bkeation Date:
January 24, 2008,

Xiv



Hu, Wendong, Eli Sofer. IEEE 802.22 Wireless RAN&dlard PHY and MAC Proposal.
A Technical Proposal Presented to IEEE 802.22 WayKsroup, Document
Number: 22-05-0098-01-0000, Vancouver, Canada, ay2006.

Memik, Gokhan, William H. Mangione-Smith, WendongiHNetBench: A

Benchmarking Suite for Network Processors. Intdoratl Conference on
Computer Aided Design (ICCAD) 2001: 39-

XV



ABSTRACT OF THE DISSERTATION
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for Cognitive Radio based Dynamic Spectrum Accessadrks
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Professor Mario Gerla, Co-chair

With the knowledge that a majority of licensed spam is underutilized in both
time and frequency, the concept of dynamic spectaagess (DSA) has been proposed to
alleviate the spectrum scarcity problem that wissleommunications face today. In DSA
networks (DSAN), as being standardized in IEEE 222 Cognitive Radio (CR) has been
employed as an enabling technology to allow unlgsshradio transceivers to operate in

the licensed bands at locations where that spectsuemporally not in use.
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One of the key challenges of the CR-based DSANs &ddress two conflicting
requirements: QoS assurance for DSANs and reliptiéection for licensed user. This
problem is overcome by a technique proposed in IBBE.22 called Dynamic Frequency
Hopping (DFH) where data transmission of a DSAN&formed in parallel with
spectrum sensing. We present the principle of DIRH #ne coordination mechanisms that
allow multiple DSANs operating in DFH mode to acteefficient spectrum usage and
reliable spectrum sensing. Seemingly, dynamic siggoif the scarce spectrum among the
collocated networks is another challenge of DSAW® describe a distributed spectrum
sharing protocol called On-demand Spectrum Condent©DSC) that uses interactive
MAC messaging to enable efficient, scalable, andifder-network spectrum sharing.
Additionally, in order to support coordinated DFEADSC, and other inter-network
coordination functions, we introduce a beacon-bastt-network communication
protocol called Beacon Period Framing (BPF) thatlies reliable, efficient, and scalable

over-the-air inter-network communications.

XVil



1 Introduction

Nowadays, the explosive growth in the wireless gas industry has resulted in
steady increase in demands for spectral bandwidgipite the fact that radio spectrum is
a finite natural resource. In order to avoid a paial spectrum scarcity problem while
satisfying the spectral needs of both current artdre wireless services and applications,
new solutions for spectrum policy making and wisddechnology development that
would help provide more available radio spectrum laeing critically studied.

To facilitate the coexistence of difference wiredeservices that cause minimal
interference to one another, the current policiespectrum allocation is based on static
band assignments designated for a particular ser@Gonsidering the fact that bandwidth
demands may vary significantly in both time and@gasuch fixed spectrum allocation
may result in a large amount of “white space” [&]Iocated spectrum that is not in use)
and poor spectrum utilization — even though freqryeassignment data show there is
little or no unassigned spectrum in most bandstdriest.

There are many reasons for the white space [2]. &mdue to the large peak-to-
average use ratio of many systems that have desticgiectrum, such as those used for
public safety mobile users. Another reason is 8gdctrum assignments are designed to
accommodate the practical receiver limitations sas limited adjacent channel and
image frequency rejection. Some white space is ediy spatially non-uniform

population and hence demands for the spectrum.



With the knowledge that a large amount of licenseéctrum is underutilized in
both time and frequency, the concept of dynamiccspen access (DSA) has been
proposed as a promising solution to the potenpactrum scarcity problem, where
unlicensed devices (the secondary uses) temporéaiyow” frequency bands from
spectrum licensees (the primary users) while atstrae time respecting the rights of the
incumbent license holders.

In particular, the DSA approach requires that teeandary users shall not cause
any harmful interference to the primary users a$l a®the other unlicensed users
sharing the same portion of the spectrum. Sincenary users hold exclusive rights to the
spectrum, it is not obligated for them to mitigatey additional interference caused by
the operation of the secondary devices. The unBedrdevices will have to periodically
sense the spectrum to detect the incumbents aret edtondary users’ transmission and
should be able to adapt to the varying spectrumdawons for mutual interference
avoidance [3].

To meet the requirements of awareness and adapti&tidhe secondary
operations, cognitive radios [4] have been ideatlfas a key enabling technology for
DSA based wireless networks, where the operatingipaters (such as frequency,
power, and modulation) of the unlicensed device loamapidly reconfigured to the
changing communication requirements and spectrumditions of the transmission
environment. Based on software-defined radio (SBRRhnology [5], cognitive radios are

able to provide greater flexibility and access pestrum, and improve the spectrum



utilization by seeking and opportunistically utilig radio resources in time, frequency
and space domains on a real time basis.
In the past, cognitive radios have been limitedie spectrum occupied by
unlicensed devices [2]. However, a significant apaim how cognitive radios technology
is applied can be foreseen. In May 2004, the Fdd@oanmunication Commission
(FCCQC), following up on its landmark Spectrum Poli€gsk Force (SPTF) report in 2003,
released a proposal in Docket 04-186 [1] that resctends the possible use of cognitive
radio technology for low power unlicensed deviceshare spectrum in the VHF and
UHF television bands.
The FCC'’s proposal favors TV bands for the initidifort of cognitive radio based
DSA network due to a number of reasons as follo@js [
= There is a substantial amount of unused spectruanable in the TV bands.
= The propagation properties of the frequencies eI bands benefit long
range, non-line-of-sign (NLOS) communications amoyide excellent
building penetration, comparing to the microwavedquencies used for, e.g.
IEEE 802.11 unlicensed wireless LAN technology.

= TV broadcast systems usually use high antennasttenohtended receivers
need greater than 10 dB signal-to-noise ratio (SMR)perate (higher for
analog NTSC). These large SNR ratios simplify teelinology needed to

detect the presence of TV services on a TV channel.



= TV transmitters have deterministic usage pattemisme (left on more or less
continuously), location, and frequency. Thus, ipeprs that it would be
simpler to use cognitive radio in TV bands tharaimy other band.

= The 6MHz bandwidth of TV channels makes the TV sp&m very attractive

for the use of wireless broadband services.

= Since there is only a small portion of househohisttdepend on over-the-air

TV broadcast, the impact of having the harmful nfiéeence to TV users
would be small in TV bands.

Based on cognitive radio technology, IEEE802.22 {6llowing the FCC Notice
of Proposed Rulemaking (NPRM) [1] in 2004, is anexging standard based on the
concept of Dynamic Spectrum Access for WirelessiBegl Area Networks (WRAN)
that operate on unlicensed and non-interferenceslyashe TV bands (between 47-910
MHZz). It aims at providing alternative broadband@less Internet access in rural areas
without creating harmful interference to licensed froadcast.

An IEEE 802.22 WRAN system (or a WRAN cell) consisif a Base Station
(BS) and the associated Customer Premise Equipn(€RE) that communicate to the
BS via a fixed point-to-multi-point radio air intiarce. The typical radius of the coverage
area is 33 km. Apart from coexisting with TV broat services, IEEE 802.22 systems
also have to be aware of FCC Part 74 devices (sisdicensed wireless microphones)
and other licensed devices in the TV bands. Itngisioned that channel (frequency)

availability for data transmission of a WRAN systésrdetermined by referring to an up-



to-date incumbent database augmented by distritagedtrum sensing performed
continuously both by the BS and the CPEs [6].

One of the key challenges of the cognitive radigéd Dynamic Spectrum Access
Networks (such as IEEE 802.22 Wireless Regionaletworks) is to address two
apparently conflicting requirements: assuring Quadf Services (QoS) satisfaction for
DSA network services, while providing reliable spreien sensing for guaranteeing
licensed user protection [7]. To perform reliab&nsing, in the basic operation mode on a
single frequency band (the so called “listen-beftalk” mode) one has to allocate Quiet
Times, in which no data transmission is permitt8dch periodic interruption of data
transmission could impair the QoS of DSA networks.

This critical issue can be addressed by an altereatperation mode that we have
proposed in IEEE 802.22 called Dynamic Frequencypiog (DFH) [8] where data
transmission of the DSA networks are performedangtiel with spectrum sensing
without any interruption. However, efficient frequey usage and mutual interference-
free spectrum sensing could only be achieved iftipld neighboring DSA network cells
operating in the DFH mode coordinate their frequehopping behaviors.

Motivated by this requirement we further propose tloncept of coordinated
DFH and assess its advantages. The key idea afdbedinated DFH is that neighboring
DSA network cells form cooperating communities, athchoose their hopping
frequencies and perform DFH operation in a coortkdananner. In addition, we develop
concepts of fundamental mechanisms for managint saoperative DFH operations in

this work [7].



Although avoiding harmful interference to licensedumbents is the prime
concern for the system design, another key desi@ilenge to cognitive radio based
DSA systems is how to dynamically share the scaextum among the collocated DSA
network cells so that performance degradation, tduautual co-channel interference, is
effectively mitigated. Moreover, it's important théne inter-network spectrum sharing
scheme should be developed to maintain efficieetm usage, accommodate a large
scale of networks with various coexistence scersaiand provide fairness in spectrum
access among the coexisting DSA network cells [10].

To that end, we describe in this work a distribytedoperative, and real-time
spectrum sharing protocol called On-Demand Spect@amtention (ODSC) [8, 11] that
has been proposed to IEEE 802.22. On-Demand Spedduontention (ODSC) employs
interactive MAC messaging on an inter-network conmication channel and provide
efficient, scalable, and fair inter-network speatrgharing among the coexisting 802.22
cells [10].

Apparently, the effectiveness of both the coordathDFH and ODSC protocols
relies on the availability of an efficient and rafile inter-network communication channel
for the interactive MAC message exchanges amongargtcells. In fact, a reliable inter-
network communication channel is also indispensébl@any other inter-network
coordinated functions for cognitive radio based DiS#&works (e.g. inter-network
synchronization of quiet periods for spectrum segkiAs the third contribution in this
dissertation, we introduce a beacon-based interort communication protocol called

Beacon Period Framing (BPF) Protocol that realiaesliable, efficient, and scalable



inter-network communication channel reusing thedRBnnels occupied by the DSA
network cells for their data services.

This dissertation is organized as follows. Chaf@gives a comprehensive
overview on Cognitive Radio based Dynamic SpectAroess networks, highlighting
the fundamental concepts, management models, syatamtectures, techniques, and
design challenges. In Chapter 3, the emerging IBEE 22 standard is then introduced
with design details on many key aspects includimg physical (PHY) layer, the medium
access control (MAC) layer, the system models, tii@dcognitive spectrum management
functions. The Dynamic Frequency Hopping technigaies the coordinated frequency
hopping protocols are detailed in Chapter 4. Furtealyses on DFH are provided in
Chapter 5, which evaluates the operation perforreaf@ distributed hopping approach
as compared to a centralized management schemet&t@addresses the design
challenges on the inter-network coexistence anerinetwork communications. Detailed
descriptions and performance evaluations are peavidr the ODSC protocol and BPF
protocol. Chapter 7 discusses a number of relatsiigeh issues, proposes the future work,

and concludes the dissertation.



2  Dynamic Spectrum Access Networks

2.1 Introduction

The increase in spectrum demand, which has occumégtnationally, in the last
10-15 years as a consequence of booming wirelesgmamications, has placed
considerable pressure on traditional (administegtsommand-and-control) regulatory
arrangements for spectrum access and use.

In the commend-and-control mode, the availableaagiectrum is divided into
fixed and non-overlapping segments separated bydgo@ands and assigned to different
services and wireless technologies. These spectrgments are licensed for exclusive
use to carriers, radio and TV broadcasters, speeidiwireless service providers,
corporations, the military, and public safety agesc

The static partitioning of spectrum has left veitylé useful spectrum to allocate
both for new technologies and services and for espan of existing services. On the
other hand, extensive spectrum usage measurenmetits USA [12] and Europe [13]
show that considerable parts of the spectrum, aljinadedicated to specific services, are
actually not used for significant periods of tinranging from seconds to minutes [35], as
depicted in Figure 2-1. This has brought to lighe tinefficiency of the existing
regulatory model of spectrum management. Consetyeagulatory bodies around the

world are in the process of re-thinking their spaat policies, and are seeking alternative



spectrum management models, which allow a much raffieient and flexible utilization

of the spectrum.
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Figure 2-1 Spectrum usage of approximately 700 Midlow 1 GHz during 1 hour in
Atlanta in June 2002, a black dot denotes “in UgEr]

Three distinct new models for spectrum managemeirtgoconsidered [14, 15]
are:

* The market model,

» The license-exempt model (open spectrum),

= Secondary usage of licensed spectrum.

The market model enables the allocation and uspettrum be decided by
market players through spectrum trading. This idels, for example, a partial transfer of
a licensee’s rights to spectrum (for example a Tnddalcaster or 3G operator) either for a
limited period of time and/or a portion of the spreesn designated in the license, and the

possibility of partitioning and aggregating speatraccording to user’s needs [35].



In the license-exempt (open spectrum) model [1&¢uiators allocate segments of
the spectrum that is open to be used by any ragitesn under a minimum set of
restrictions called spectrum etiquette [35]. Thdicensed 2.4 GHz frequency bands, in
which both Wireless LAN (e.g. IEEE802.11b/g) andiBlooth technology operate is a
highly successful example of applying the licengerapt model. Currently, there is an
increasing pressure on regulators to greatly exteetise-exempt spectrum in order to
accommodate the ever-increasing growth in wiretbsgces operating in these bands.

The secondary usage model of licensed spectrunwallzensed but under-
utilized frequency bands to be accessed by thers#any unlicensed users, given that the
secondary operations do not cause any harmfulfertence to the licensee (the primary
user or incumbent user). There are two essentipt@arhes for the secondary spectrum
usage: the “Underlay” approach and the “Overlaypagach.

The underlay sharing approach allows the secondsiip systems to access most
of the radio spectrum concurrently with the primagstems, with minimal transmission
powers as strictly limited by the regulatory autiies to reduce the potential
interference. Such techniques as Ultra-wide band/B) that spread the emitted signal
over a large band of spectrum and enforce a splatiagk on the transmission signals are
used so that the undesired signal power seen binthenbent radio systems is below the
acceptable noise floor of the primary users.

The “overlay” operation allows the secondary degite identify sections of idle
spectrum (the “white spaces”) in the licensed frelgey bands, and to transmit over these

bands when they are not in use. One applicatiosuch secondary approach is the
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unlicensed reuse of TV broadcast bands by emplothegognitive radio systems, which
are being proposed in the emerging IEEE802.22 stahtbr wireless regional access
networks. We focus our work on the overlay spectmianagement in this dissertation.
An important consequence of recent reforms to specimanagement is that they
open up the possibility to exploit dynamic spectranotess (DSA), an emerging paradigm
in wireless communications and networking. The kbgracteristic of DSA systems is
their ability to exploit knowledge of their electmagnetic environment and adapt their
operation to access the spectrum without causimghd interference to the licensed
user. The key promise of these systems is that fireyide the opportunity to explore
highly flexible and efficient management and usespéctrum across the dimensions in
frequency, time, location and code [35]. It is ibé scarcity of spectrum that causes the
problem, rather it is the lack of ability to dynacailly access spectrum that prevents the

new communications services to be developed.

2.2  Architectures of Dynamic Spectrum Access Networks

In order to enhance the spectrum efficiency and/te flexible access to the
available spectrum, unlicensed devices should legjaately managed in the DSA
networks. In general, there are three basic tygd33A architectures for managing
dynamic spectrum access: the centralized architecthe distributed architecture, and

the autonomous architecture.
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2.2.1 Centralized Access Architecture

The centralized access architecture is a managemedeé! in which the
management of spectrum opportunities is contrdtigé single entity or node, which is
called the spectrum broker. The spectrum used yoiadchic access could be exclusively
reserved by regulatory authorities, or identifigdtbe spectrum awareness capabilities of
the DSA systems in a distributed manner. The sp@ctoroker, which centrally manages
the spectrum, is responsible for deciding whichctpem opportunities can be used and
by which radios in the network. Dedicated frequ&scwithin the spectrum managed by
the spectrum broker are in general allocated astsp information channels for the

purpose of exchanging information among networkides.

2.2.2 Distributed Access Architecture

In the distributed access architecture, the unbeehdevices in the network are
collectively responsible for identifying and negaitng use of underutilized spectrum (i.e.
the spectrum opportunity). In certain scenarios, distributed mode of spectrum access
management may be between the co-operative radiesametworks. The distributed
access architecture can be further divided into $arb-models: the centralized model and
the de-centralized model.

In the centralized model, such as the one adopyelEEE 802.22, the dynamic
access network cell consists of a base statiom¢oess point) and a number of user

terminals. The base station and the user termic@laboratively perform spectrum
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sensing in order to ensure detection and protecatidhe incumbent users in the licensed
bands, and to identify the spectrum opportunit@stheir communications.

In the de-centralized model, as proposed in [1&]r@up of unlicensed devices
form a user group to ordinate their spectrum semsind communications. The members
in the group collectively manage a pool of avaikspectrum that is verified through
spectrum sensing, and coordinate their operatisesging and communications) using a

number of underlay (UWB-like) control channels.

2.2.3 Autonomous Access Architecture

In the autonomous access architecture, each urdenkdevise independently
performs spectrum sensing identifying potentiaéhsed incumbent users, and attempts
to optimize its signal transmission on the idemifispectrum opportunities in response to
the transmission characteristics of the licensedimbent users and other unlicensed
devices. The most well known example of dynamicesscnetworks using the
autonomous management approach is XG (next genajgiroject conducted by the
Defense Advanced Research Project Agency (DARPAREU.S. [19, 20], which are

targets military applications.

2.3 Challenges of Dynamic Spectrum Access Networks

There are several challenges for the unlicensedtdsyn the dynamic spectrum

access networks to exploit the spectrum opportumtyich is defined by location, time,
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frequency, transmission power, and code. We idgiatifd describe a few of the most
fundamental challenges, among others, as follows.

The first challenge is how to accurately identihetspectrum opportunities so that
the licensed incumbents’ operation can be proteclée second challenge is how to
efficiently utilize the spectrum opportunities togport the quality of services of the
secondary radio system without cause harmful ieterfice to the licensed incumbents.
And the third challenge is the way as of how thetdbuted cognitive radio systems

coordinate with regards to the usage of spectrupoofunities.

2.3.1 Identification of Spectrum Opportunities

In order to reliably protect the licensed incumbanthe licensed spectrum from
being harmfully interfered by secondary device® $pectrum opportunities need to be
accurately identified. However, identifying spectropportunities is a challenging
problem as discussed in [21].

Different types of licensed users have differemueements of sensitivity and
rate of sensing for detecting their presence. Galhgrthe sensitivity of the sensing
receivers of the cognitive radios should outperfdha licensed receivers by a large
margin so as to avoid the “hidden node” problenopportunistic spectrum access. We
refer to the “hidden node" problem here as thatiahcensed radio that is capable of
detecting the transmission of the licensed trangngtarts its own transmission, which
cause interference to the licensed receivers tteairethe close proximity of the cognitive

radio transmitter.
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FCC inits proposal [1] identifies three possibéehniques that might allow
unlicensed radio devices to determine whether thgeaxspace in TV band is available for
secondary use at a given location:

= Detecting the presence of a TV signal through passensing (“listen-before-

talk”);

= Geo-location based method using GPS or other tdolgies aided by a

database to verify what frequencies are occupieshbymbent in the
proximity;

= Employing dedicated beacon transmission to sigmaiunavailable spectrum

in the neighborhood.

2.3.2 Coexistence for Spectrum Access

Unlicensed radios operating in the licensed barddl ©e designed to share the
spectrum with licensed incumbent system designfdedxclusive spectrum use, and/or
with other unlicensed radio systems. Coexistengabdity for spectrum access enables
the unlicensed radios to achieve the goal of ire¥hce avoidance between the secondary
users and the licensed incumbents (and/or the athikzensed radio systems) that are
sharing the spectrum in a distributed communicagaxironment.

In particular, we refer to the interference-avoiddtring of the secondary radio
systems in the licensed spectrum with licensed mioent systems as vertical
coexistence. Similarly, the spectrum sharing betwtbe secondary radios in either

licensed or unlicensed bands with interference @woimind is referred to as horizontal

15



coexistence. Both vertical and horizontal coexistmrequire the unlicensed radio
devices to have the capability of identifying spech opportunities (We focus on the
scenarios where spectrum opportunities are notusketly allocated for dynamic
access).

Vertical coexistence helps avoid neither a lengiing expensive licensing process
nor a re-allocation of spectrum to the new wirelessvices. Although unlicensed radios
with dynamic spectrum access capabilities (sucbpestrum sensing) are able to operate
in the sporadically used licensed spectrum withzausing harmful interference to the
licensed incumbents that are not required for aystesm modification, the licensed radio
systems may assist the unlicensed radios to idethté spectrum opportunities in vertical
coexistence scenarios. Some methods of such assestaclude:

= Beacon transmission generated from the licensedsusenform the

permission or prohibition of the spectrum accessl a

= Predictable spectrum usage patterns of the incutimsrs, which are

accessible by using a spectrum usage database.

In horizontal coexistence scenarios, the DSA-capablicensed devices identify
opportunities and coordinate their usage with onether, using the spectrum
management architectural models as described iprngous section. To achieve
sustainable spectrum usage, the unlicensed radies)s in general need to operate in
compliance with a set of spectrum etiquette ruleprotocols. The goals for designing

the spectrum etiquette and coexistence protocels ar
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= Mitigation of harmful interference among coexistinglicensed radio
systems;

= Efficient utilization of the spectrum opportunities

= Fair sharing of the spectrum opportunities amoregdbexisting unlicensed

radio systems.

2.3.3 Quality of Services Assurance

Another key challenge for dynamic spectrum acceswark to address two
apparently conflicting requirements: assuring treS@atisfaction for the services offered
by the DSA network devices, while at the same tjpneviding reliable spectrum sensing
for guaranteeing licensed user protection. To penfeeliable incumbent detection
applying the basic listen-before-talk method onrggke frequency, the unlicensed radios
have to allocate quiet times for spectrum sensimigch would interrupt data

transmission and therefore impair the QoS of DSAneks.

2.4 Cognitive Radio — the Enabling Technology of DSA

Networks

To meet the requirements of awareness and adapttidhe secondary
operations, cognitive radios have been identifisd&ey enabling technology for DSA
based wireless systems and networks, where theabpgrmparameters (such as frequency,

power, modulation, and code) of the unlicensed dewan be rapidly reconfigured to the
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changing communication requirements and spectrumditions of the transmission
environment. Based on software-defined radio (SEBRRhnology, cognitive radios are
able to provide greater flexibility and access pestrum and improve the spectrum
utilization by seeking and opportunistically utilig radio resources in time, frequency

and space domains on a real time basis.

2.4.1 Cognitive Radio Architecture

Figure 2-2 shows the architecture of the cognitiadio at a high-level of
abstraction. The cognitive radio identifies andetatines the conditions (spectrum and
location) in the radio environment through the Aemess function. The radio
environment information collected by the awarenfesgtion then is fed to the cognitive
engine, which is the central decision maker of thhgnitive radio. With the capabilities of
learning and reasoning, and taking the RegulatarieRand Incumbent Database into
account, the cognitive engine analyzes the radiorenment and manages how the
cognitive radio reacts to the radio environmenbtigh the function of Adaptation,
among others, attempting to achieve various comgation objectives (such as
interference avoidance, Quality of Services, faiestrum sharing, and etc.). The function
of Collaboration, controlled by the cognitive engirallows the cognitive radio to
effectively communicate and collaborate with othedio systems in the environment so

as to optimize the network-wise performance.
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Figure 2-2  Cognitive Radio Architecture

2.4.2 Software Define Radio — the Re-configurable Platfor

A software defined radio (SDR), as the re-confidhlesplatform of the cognitive
radio, is a software programmable radio system ithable to support multiple air
interfaces and network protocols, utilizing wideldaantennas, RF conversion, and
analog to digital (A/D) and digital to analog (D/&pnversion. Typically, functionalities
of a SDR including Intermediate Frequency (IF) pssing, Base-band processing, and
data transmission processing are implemented itwsoé on digital signal processors
(DSPs), general purposed processors (GPPs), or BP@WA introduce the basic
Hardware architecture and major design challengesfiware defined radios in this the

sub-section.
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2.4.2.1 Basic Hardware Architecture of Software Defined Rad
The basic components of a software defined radituite the following units [5,

36]:

Antenna unit

= Radio frequency (RF) processing unit

= Wideband analog-to-digital (A/D) and digital-to-dog conversion (D/A) unit
» Intermediate frequency (IF) processing unit

= Base band processing unit

= Bit-stream control unit

= Source interface unit

= End-to-end timing control unit

A. Antenna Unit

In order to provide access to a variety of wirelessnmunication systems, the
antenna unit is typically required to be omni-ditieaal, low-loss, and wideband. For an
improved performance of the radio system, signaktpssing techniques based on
multiple antenna elements (array antennas) sudpase division multiple access
(SDMA) and interference cancellation can be emptbieeallow the software defined
radio to select the optimal operation parametesagorithms adapting to the
environment. An antenna with such capabilitiesafledd a smart antenna or software
antenna [30, 31, 32]. The multiple access of adrmatenna unit is accomplished by

forming beam toward the direction of the targetegiuor allocating null points to the
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direction of undesired users or interferers sudt the system capacity and coverage are

improved.

B. RF Processing Unit

The RF processing unit in a transmitter up-convéresintermediate frequency
(IF) signals to the radio frequency (RF) signalen amplifies, and transmits the
converted signals to the antenna unit. In the naogi path, the received signals from the
antenna unit are pre-amplified to a constant learel down-converted to lower frequency
band (the intermediate frequency) that is suitdbtesignal processing such as wideband
A/D conversion. Typically, RF conversion and prosieg are done in the analog domain.
While the down-conversion method is the key techhpmint, it is also important for a
wideband software defined radio system to maintaagmamplifier linearity and efficiency

across the frequency band.

C. A/D/A Conversion Unit

In the A/D/A conversion unit, the amplified analsggnals from RF or IF are
sampled and converted to digital signal in the reiog path, and the digital signals are
converted to analog signals that are to be trartechiby the upper-frequency band unit
such as RF or IF unit. The sampling technique eskky in the A/D/A unit. According to
the Nyquist criterion for band limited sign&) the sample rate of the A/D conversion
must be at least two times of the bandwidth of lR¢o be digitized W,. In practical

systems, modest over-sampling is typically perfodrie> 2.5W,.
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In a software defined radio, wideband A/D/A conversunit is typically
employed to access a broad segment of spectrumi@-p0 MHz). As the product of
dynamic range and sampling rate is approximatelystant for a A/D technology,
sampling over several narrower sub-bands in pdredle be considered to increase the

useful dynamic range at the cost of increasingesystomplexity.

D. IF Processing Unit

The key operations in the IF processing unit ipasform frequency conversion
and wideband digital filtering. This unit amplifiesd converts the transmitted and
received signals between the base-band and inteatesfdequency. When multiple
signals from different services are presented atréiteiver, the software defined radio’s
wideband digital filtering in the IF processing tiselect the appropriate service

frequency band.

E. Base-band Processing Unit

The base-band processing unit digitally modulates tsansfers the data to the
A/D/A unit or IF processing unit in the transmitgrpath. Conversely in the receiving
path, the incoming data are recovered through deratidn. In addition to modulation
and demodulation, the other key functions in thedsdand processing unit include
framing, forward error coding, mapping (togethethwmodulation), and transmission

filtering in the transmitter, and receiving filteg, code and symbol timing, sampling rate
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conversion (re-sampling), de-mapping (together wlitmodulation), decoding, fading
compensation, and interference cancellation irréoeiver.

The complexity of performing the key functions imet base-band processing unit
is determined by the base-band bandwiih the complexity of the signal waveform and
the related signal processing such as coding/dagpdhor typically encoded waveforms
such as binary phase shift keying (BPSK) and guettde phase shift keying (QPSK)
with a symbol rate oR,, we have the following relation, assuming such efavms are
generated one sample at a tinfg; < W, < 2* R,. Over-sampling will decrease the
transmitted power of spectral artifacts and incestiee transmit power and processing
demand ). On the other hand, digital modulations requinghe receiver path timing
recovery with extended precision (e.g. up to 9§ arithmetic, which may be difficult to

implement.

F. Bit-stream Control Unit

The bit-stream control unit, implementing the mediaccess control (MAC)
protocols, digitally multiplexes/de-multiplexes soe coded bit stream (service data)
from/to multiple users. It provides functionalities channel bandwidth allocation,
delivery of service data and control messages, iiyananagement, and OA&M
(operations, administration and maintenance). Tioegssing demand of the bit-stream

control unit increases linearly with the numbersirhultaneously active subscribers.

G. Source Interface Unit
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The source interface unit of a software radio pd®s and manages the
input/output (I/O) interfaces to the external dataurces in flexible manners. In a user
terminal, the data sources include the user andgdlrece encoder and decoder. On the
other hand, the source interface unit in a basesstaneeds to interface with the PSTN
(public service telecommunication networks) or theernet. Protocol convergence and
interoperability with external networks create peesing demand in the base station’s

source interface unit.

H. End-to-end Timing Control Unit

The end-to-end timing control unit controls thertsanission delay between the
transmitter and the receiver. The end-to-end deagtroduced by the external network,
and by each processing stage in the transmit/recginain of the radio device due to

finite processing and I/O resources.

2.4.2.2 Design Challenges of Software Defined Radios

A. High Quality Wideband RF Access

It seems to be very challenging to use a singles®ige for a wideband system
due to the difficulty of building antennas and LNAs a bandwidth ranging from
hundreds of megahertz to units or tens of gigahdriz more practical to use multiple
RF stages depending on the frequency band usetiémsoftware radio to achieve

wideband RF access.
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B. Wideband A/D/A Conversion and Direct A/D/A Comg®on at RF

There is a trade-off between the sampling rate thiedresolution (i.e. the number
of bits representing the signal samples) — the érghe sampling rate, the lower the
resolution. Taking into account the high dynaminga of the signals to be sample, low
sampling resolution may not be adequate. Howevéh teday’s technology, 1 Giga
sample per second could only allow a resolutio®&f bits to represent the sampled
signal. The limited resolution for the sampled satg) frequency jitter, and inter-
modulation products are the key challenges for Wwated A/D/A conversion. Moreover,

Jitter effects make A/D conversion directly at Réry difficult. [33, 34]

C. Computing Capability of the DSP Hardware

In order to execute a large number of complex comioation functions in real
time employing software, the DSP hardware is reggiito have sufficient computing
capabilities in terms of processing speed and pa@esumption. The computing
demand is further increased when multiple systemsative simultaneously. In addition
to a sufficient processing speed, low power constiomas another key design constrain

for a software radio based mobile terminal whiclpdavered by a battery.

2.4.3 Cognitive Functions

2.4.3.1 Awareness
The awareness function of the cognitive radio imigs spectrum awareness and

location awareness as described in the following.
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2.4.3.1.1 Spectrum Awareness

Spectrum Awareness (Spectrum Sensing) is the chyabiat a cognitive radio
system uses to determine the spectrum availaliityugh observation and analysis of
the radio frequency spectrum. It's required that timlicensed operations of the cognitive
radio system shall not cause any harmful interfeesto the licensed operations of the
primary users. In general, however, there is nagation for the primary systems to
adjust their operation behaviors in order to coewigh the secondary devices. Therefore,
the cognitive radio system shall be able to reladiktect the present of the licensed
operations in the proximity through spectrum segghmat satisfies a variety of restricted
sensitivity requirements. Spectrum sensing is basethe hypothesis model as described
below.

Basic hypothesis model for licensed incumbent d&tacan be defined as

follows:

0 = n(t) Ho
= {hs(t) +nt) H,

wherex(t) is the signal received by the sensing receivethefcognitive radios(t)
is the transmitted signal of the incumbent ust) is the additive white gaussian noise
(AWGN) and h is the amplitude gain of the chanrtéy.is a null hypothesis, which states
that there is no licensed user signal in a cergggactrum band. On the other haht],is
an alternative hypothesis, which indicates thatelexists some licensed user signal. If

the sensing receiver mistakenly determines Hias Hi, the cognitive radio will miss a
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spectrum opportunity. We call such situation aéaddarm. On the other hand, whela is
regarded asly, it is called a misdetection, which would leaditarmful interference
created by the cognitive radio to the incumbentrase

We can evaluate the detection performance of tinsisg receivers using the
receiver operating characteristic (ROC) curve. R@C curve, as shown in Figure 2-3,
specifies the probability of detection (the truesfitve rate) as a function of the

probability of false alarm (the false positive rate
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Figure 2-3 Receiver Operating Characteristic Curve

A number of digital signal processing techniquesédibeen proposed to
effectively perform spectrum sensing for cognitnaglio systems. These techniques are at
large categorized into the following three typesatoh filtering [23], energy detection
[24], and Cyclostationary feature detection [25]ohe of these sensing techniques is

utilized independently by each cognitive radio deyihowever, their performance may
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be degraded significantly resulted from multi-p&lding and shadowing. Cooperative
spectrum sensing has been considered as a keymsotataddress such limitation by
offering a distributed framework to cooperativelgllect signal strengths of licensed

incumbents from spectrum sensors in various locetiaf a cognitive radio network.

2.4.3.1.2 Location Awareness

The location awareness is the capability that antipge radio system uses to
determine its location and the location of othemsmitters in a particular radio
environment. With the location information, the eufyve radio can determine whether it
is allowed to transmit, and if it is allowed, the@ropriate operating parameters such as
the power and frequency that can be selected &cttion.

The location of a cognitive radio can be determitgdising geo-location system
such as Global Positioning System (GPS) or Galileleich additionally provide the
cognitive radio the accurate global time informattherefore enabling time awareness as
well. Another alternative for determining locatiarformation for a cognitive radio is to
employ method based on angle or time-of-arrival sugaments.

The location awareness capability benefits the @goganradio for reliably
protecting the licensed incumbent by inquiring theumbent database to determine the
usable set of channels at its location. Moreovdrewtwo cognitive radios are setting up
a communication link with each other, the locatioformation helps make optimal use

of the channel for the communications.
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2.4.3.2 Adaptation

The adaptation is the capability of the cognitiaglio to adjust the operation
parameters, which include operating frequency, natthhn, coding, and transmission
power, adapting to the dynamic radio environmerite Basic operations of the parameter

adaptation are described as follows.

2.4.3.2.1 Dynamic Frequency Selection
Dynamic frequency selection (DFS) is to allow tregaitive radio to change its
operating frequency to avoid harmful interferencdhte licensed incumbents or optimize

the spectrum usage under certain conditions.

2.4.3.2.2 Adaptive Modulation and Coding

Adaptive modulation and coding (AMC) is to enhartbe overall system capacity
by flexibly matching the modulation and coding sofes to the dynamic channel
conditions for each radio device. With AMC, the pemof the transmitted signal is held
constant over a certain interval, and the modulaiad coding format is changed to
match the current received signal quality or chdmmoaditions. Radio devices that are
close to each other are typically assigned highdeomodulation with higher code rates
(e.g. 64 QAM with R=3/4 turbo codes), but the maalidn-order and/or code rate will

decrease as the distance increases.
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2.4.3.2.3 Transmit Power Control

Transmit Power Control (TPC) is the ability of tkegnitive radio to perform
transmission at full power limits when permitteddamecessary, but constrain the
transmitter power to a lower level to avoid harmiierference to the licensed incumbent
or to allow greater sharing of spectrum with otluticensed devices when higher power

operation is not necessary.

2.4.3.3 Collaboration

Collaboration is the capability of the cognitivedia that enables the radio system
to share the spectrum with the licensed incumbewlen the prearranged policies or
agreements, or to sharing the spectrum with otleiocated unlicensed cognitive radio
devices in order to mitigate performance degradet@aused by mutual interference. The
goal of the collaborative inter-system spectrumrsiga(coexistence) is to maintain
efficient and flexible spectrum usage, and provigieness of spectrum access to all the
unlicensed devices.

Notably, the effectiveness of the inter-system $peu sharing would rely on the
availability of an efficient and reliable inter-92ggn communication channel. The other
aspect of the collaboration function of the cogretradios, therefore, is the capability
that enables the radio systems to effectively dsthltommunications with both the
licensed incumbent systems and other unlicenseid &tems in order to coordinate the

spectrum utilization.
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2.4.3.4 Learning, Reasoning, and Decision Making

The cognitive radio extends the software definetigavith a cognitive engine
that is composed of a knowledge base and perfohadinctionalities of reasoning,
learning, and decision making to control the spattawareness, adaptation, and
collaboration functions in compliance with the réapory rules and taking into account
the licensed incumbent database. A cognitive rallah does not possess the capability of
learning is called a “policy-based” cognitive radin which the operations are managed
by the reasoning function in the cognitive engirnedxamining the current radio
environment and making decisions on how the systbould react. On the other hand,
the “learning-based” cognitive radios make decisibased on the information specified
in the knowledge base that is extrapolated basedobh learning and reasoning. Figure

2-4 illustrates the architectural components ingltecognitive engine.

From Awareness and Collaboration Functions

y
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ollaboration, and

Awareness| Functions \
- Decision | _ Reasoning Knowledge Regulatory
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Cognitive Engine

Database

Figure 2-4

Cognitive Engine

The knowledge base in the cognitive engine congitte/o data structure:

Predicates (in the forms of logic expressions) &ations. Predicates use the radio
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parameters to represent the states of the radio@mwment. On the other hand, actions
define the operations that the reasoning functia@uld decide to perform to adapt to the
radio environment [26].

The cognitive engine, with the reasoning functioantinuously monitors the
current state of the system and selects the actlmatsare most appropriate in that state.
To that end, the reasoning function evaluatestaifgossible actions and search for the
optimality determined by an objective function. Tékecision making function then
allocate radio resources for executing the seleotganal actions.

The learning function of the cognitive radio ismanipulate and evolve the
knowledge base from the past experience (i.e. ffeetveness of the past decisions
under a given set of conditions). The updated infation, i.e. the new action list learned
from the previous lessons, is stored in the knowketase for future references used by
the reasoning function to make better decisions &ha suitable to the dynamically
changing radio environment. There are many learaiggrithms and tools are being
considered for cognitive radios, which include hesidMlarkov models [27], neural

networks [28], and genetic algorithms [29]
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3 |EEE 802.22 Standard — an Overview

3.1 Introduction

In December 2002, the Federal Communications Cotemit-FCC) in the United
States released a “Notice of Inquiry” [37] to expdhe possibility of allowing access to
the TV bands for unlicensed devices on a non-irtény basis. Subsequently, in its
Notice of Proposed Rule Making (NPRM) released iay\2004 [1], and its first Report
and Order (R&O) and further NPRM released in Octab@06 [38], the FCC proposed
that TV channel 5to 13 in the VHF band and 14 tbib the UHF band could be used for
fixed broadband access systems.

Considering the relatively low levels of industriabise and ionospheric
reflections, reasonable antenna sizes, and goodine+of-sight (NLOS) propagation
characteristics that make the TV channels in tlghWHF and low-UHF bands ideal for
providing long range communications in sparselyylaged rural environments, such yet
to be completed rule-making proceedings of the Fst€ate a great opportunity to
develop systems that are capable of using the Tilban a non-interfering basis to
bring broadband access to rural areas, where trera large number of vacant TV
channels and where the population density is leas 60 person/kf for which cabled
media such as Digital Subscriber Line (DSL) andxiabcable technologies typically

make economic sense.

! This chapter is based on the coauthored paper [9].
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Other regions of the world will likewise follow theame trend and evaluate the
use of this spectrum for broadband access to prerboth economic growth and more
efficient use of this highly valuable and usefukstral resource. For example, Canada
has taken steps in this direction by releasinglasstiof TV channels in the UHF band for
licensed wireless broadband access in remote anea [39]. The European Union is also
to open the discussion on new use of the TV band0i10.

In such context, the development of the emergingHEEB02.22 standard on
Wireless Regional Area Networks (WRAN) is to spgafworld-wide applicable
cognitive radio-based air interface, including bpttysical (PHY) and medium access
control (MAC) layers, for use by unlicensed deviogsa non-interfering basis in
spectrum that is allocated to the TV Broadcast &, IEEE 802.22 standard aims to
provide wireless broadband access to the hardaolrdow population density areas in a
timely and cost efficient manner, while at the satnge assuring that the incumbent
operations in the TV bands, i.e. digital TV and ltaTV broadcasting, and low power

licensed devices such as wireless microphonesa@eguately protected.

3.2 System Aspect

Figure 3-1 shows the IEEE 802.22 WRAN standardtre¢eto other IEEE 802
wireless data transmission standards in the evatudf wireless communications
technologies developed by the IEEE 802 LAN/MAN Stard Committee (LMSC).

IEEE 802.22 WRAN is a fixed point to multi-point tveork that aims to provide

wireless broadband access to the rural area wiyipiaal range of 30 km (up to a maxim
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of 100 km). A base station (BS), with an omni-ditienal antenna located at 75 m above
the average ground level, provides services tooupth fixed Customer Premise
Equipments (CPE) that are equipped with outdooectional antennas located at
nominally 10 meters above the ground. The minimwalpcapacity at the edge of
coverage is targeted to be 1.5 Mbit/s in the doweestn and 384 kbit/s in the upstream
direction.

The service availability at the edge of coveraga®EEE 802.22 WRAN is
designed to be at least F (50, 99.9). That iseast 50% of locations (households or
businesses) can be reached at the edge of covarageand at least 99.9% of the time
the services will be available reliably when thesee is available in a location.

Due to the extended coverage made possible bysbetithe lower frequencies
in the TV bands, the PHY parameters are optimizedtsorb longer multipath excess
delays than what can be accommodated by other I&EEwireless standards.
Considering a typical 30km communications rangeeacess delay of up to 37 usec can
be handled by the OFDM modulation employed by tB&E 802.22 PHY layer while
preserving system spectrum efficiency with a symbllic prefix of 1/8.

For the coverage ranges of more than 30 km thabay®nd the absorption
capability of the PHY, the MAC layer takes the ratehandle the additional propagation
delay for the communication distances of up to k@®through adaptive scheduling

mechanisms.
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Figure 3-1 IEEE 802.22 Standard Relative to Otie&EE 802 Wireless
Communications Standards

3.3 Reference Architecture

As shown in Figure 3-2, the reference architecfioreghe IEEE 802.22 system
specifies the PHY and MAC layers and the interfaimea Station Management Entity
(SME) through PHY and MAC Layer Management Entitff$ ME and MLME), as well
as to higher layers such as IP, ATM, and IEEE 18%%ugh an IEEE 802.1d compliant

convergence sub-layer.
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At the PHY layer there exist three primary functgon the main data
communications physical layer (PHY), the Spectruem8ng Function (SSF), and the
Geo-location function. The SSF and Geo-locationction provide the spectrum
awareness and the location awareness respectivelyable cognitive capabilities of the

IEEE 802.22 systems.

Higher Layers:IP,ATM,1394,

SME

Convergence Sub-Layer
Bridge(e.g.,802.1d)

MAC SAP

MAC MLME

<> §Spectrum
{ Manager(BS)
; /Spectrum
! Automaton(CPE)

S

dVvS INTN-INS

s PHY SAP 7 MLME-PLME SAP
/7 'PHY / PLME ¢
! SSF
Geo-
Location

Figure 3-2 IEEE 802.22 WRAN Reference Architecture

As shown, the Cognitive Engine functionality of tHeEE 802.22 system is
realized by a functional entity known as the SpectrManager (SM) that exists in the
MAC Layer Management Entity (MLME) at the BS, orlegghtweight” SM known as a

Spectrum Automaton (SA) that exists in the MLMEeaich CPE. The SM at the BS
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controls the use of and access to spectral resedacehe entire network cell that
includes the BS and all the associated CPEs sdoydte BS. The SA at each CPE
controls the autonomous behaviors that are necgssassure proper operations of the
CPE that do not cause any harmful interferencé&ihcumbents in the circumstances of
system startup or initialization, channel switchiagd temporary loss of communications

with the BS.

3.4 Physical Layer

IEEE 802.22 standard adopts the 2048-carrier odhagfrequency division
multiple access (OFDMA) [66] technology to provideeliable end-to-end link suitable

for non-line-of-sight (NLOS) operation with simpégjualization.

3.4.1 TDD OFDMA and Parameters

Unlike other systems such as IEEE 802.16, the foael bandwidth use within
each primary channel is not considered in IEEE 822VRAN standard. In other words,
the granularity of frequency spectrum for WRAN igeosingle TV channel. Since it is not
always possible to have paired TV channels avadathle standard is initially defining a
single time domain duplex (TDD) mode, with planssieecify a frequency division
duplex (FDD) mode as a future amendment to thedsiesh

IEEE 802.22 systems will support various TV chanp@hdwidths (BW) that are
in use on a worldwide basis (i.e. 6, 7, and 8 MHZ @hannels). For different bandwidths

of TV channels, the clock scaling technique is usethaintain the same number of 2048
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samples for each Fast Fourier Transform (FFT) doratand the same number of (1680)
useful sub-carriers (which include 1440 data subyiess and 240 pilot sub-carriers) and
368 guard sub-carriers (including the DC/0th subrea) for each OFDMA symbol.
Moreover, the same frame structure, ratios of @ypliefix to OFDMA symbol, coding
schemes, symbol mapping rules, and interleavingses are used for different
bandwidths of TV channels. Note that, however, egge of TV channel bandwidth uses
a different sampling frequency (i.Af=BW*8/7). This results in different carrier spagn
values (Af/ 2048), FFT periods (I¥f), symbol durations, signal bandwidths (162
and data rates for the various BW types.

Since IEEE 802.22 will cover very large areas, fdifferent lengths of cyclic
prefix, ¥, 1/8, 1/16, and 1/32 of symbol durati@me defined to allow for different

channel delay spreads and to efficiently utilize Hvailable spectrum.

3.4.2 Adaptive Modulation and Coding

The IEEE 802.22 standard defines 12 combinatior3 miodulation schemes (i.e.
QPSK, 16QAM, 64QAM) and 4 coding rates (i.e. ¥2,, 23 5/6), from which a WRAN
system can flexibly selected for data communicaitmachieve various trade-offs of
data rate and robustness, depending on channehgrference conditiong.able 3-1
lists all the transmission modes (combinationsh& inodulation schemes and coding
rates) that are supported in the standard. Amoegdhransmission modes, mode 3 to
mode 12 are used for data communications, modeaused for transmission of code

division multiple access (CDMA) [ 65] based rangimV request messaging, urgent
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coexistence situation notification, and finally me# is used for co-existence beacon
transmission. The peak data rates and spectrumiaifties shown in the table are
calculated assuming a single TV channel of 6 MHar 6ther bandwidths such as 7 MHz
or 8 MHz, these numbers will be scaled accordingly.

Convolutional coding is the only mandatory moddafwvard error control coding
(FEC) defined in the standard. The data burst ogled using a ¥z rate binary
convolutional encoder with the constraint lengthivoDifferent coding rates can be
obtained by puncturing the output of the convolaabencoder. In order to improve the
capacity and coverage of the system, three optiadebnced FEC modes are adopted at
the cost of increased decoding latency and compjetio variants of turbo codes, i.e.,
duo-binary convolutional turbo code (CTC) and skadd block turbo codes (SBTC),
and low density parity check codes (LDPC).

It is worth mentioning that the bit interleavingqaress following FEC is different
from those of other IEEE 802 standards such asB®ar 802.11. The block interleaving
algorithm is a turbo-based structure using an iesaring unit integrated in an iterative
structure. Interleaving parameters are selectexptonize the interleaving spreading
between adjacent samples and separated sampledanto achieve better frequency

diversity.
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. . Peak Data Rate in 6 | Spectral Efficiency (BW =6
PHY Mode | Modulation | Coding Rate MHz (Mb/s) MHz)

1 BPSK 1 4.54 0.76
2 QPSK Yo 1.51 0.25
3 QPSK Yo 4.54 0.76
4 QPSK 2/3 6.05 1.01
5 QPSK Y 6.81 1.13
6 QPSK 5/6 7.56 1.26
7 16-QAM Yo 9.08 1.51
8 16-QAM 2/3 12.10 2.02
9 16-QAM Y, 13.61 2.27
10 16-QAM 5/6 15.13 2.52
11 64-QAM 3 13.61 2.27
12 64-QAM 2/3 18.15 3.03
13 64-QAM Y 20.42 3.40
14 64-QAM 5/6 22.69 3.78

Table 3-1 Modulation and Coding Rates for IEEE &22.

3.4.3 Sub-carrier Allocation and Channelization

In the IEEE 802.22 WRAN environment, channels gq@dally frequency-

selective but change slowly over time. In ordeptaain robust channel estimation and

good tracking ability for frequency offset and pkasise, one pilot is placed on every 7

useful sub-carriers in the frequency domain andgit@ positions in terms of the sub-

carrier number are changed on a OFDMA symbol by @#Dsymbol basis to ensure

every sub-carrier has one pilot over a period @FDMA symbols. The pilot pattern as
shown in Figure 3-3 is repeated every 7 sub-casnethe frequency domain and every 7

OFDMA symbols in the time domain. The pilot pattasrthe same for the downstream

(from the BS to the CPEs) and the upstream (from@PEs to the BS) of data

communications.
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OFDMA Symbol

v

Subcarrier

Data Pilot
subcarrier subcarrier

Figure 3-3 Pilot Pattern before Interleaving

The basic unit of resource allocation in IEEE 8@s2andard is a sub-channel,
which consists of 28 contiguous sub-carriers inatg24 data sub-carriers and 4 pilot
sub-carriers. Considering that there are 1680 useifi-carriers, 60 sub-channels in total
are available in each OFDMA symbol.

In the downstream, all the data sub-carriers in@@esubchannels will be
interleaved with a block size of 1440 (24x60) b&fohe transmission in order to explore
the frequency diversity (note that the pilot subsreas are not interleaved in the
downstream). In the upstream, two sub-channelsemerved for ranging, BW requests,

and other maintenance purposes. The rest of theekahnels are interleaved with a block
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size of 1624 (28x58) for both pilots and data. Thexyuency interleaving algorithms for
upstream and downstream are the same as the éiteat/ing algorithm mentioned in last
subsection with different parameters though. Nbos pilot sub-carries are interleaved in
the upstream so as to ensure that every upstreast éuiving at the BS has one pilot on
each sub-carrier over the period of 7 OFDMA symbalkich is the minimum size of the
upstream burst. On the other hand, pilot sub-cesraee excluded from the interleaving
process in downstream so that the fast channehasion at the receiving CPEs is

allowed to accommodate delay sensitive applications

3.4.4 Preambles

In order to support burst detection, time/frequesggchronization, and channel
estimation, IEEE 802.22 standard defines threesygdg@reamble - super-frame
preamble, frame preamble, and coexistence beaaanple. Preambles are constructed
in one OFDMA symbol with a cyclic prefix of 1/5.

The super-frame preamble is designed for the fraguand time synchronization
among the BS and the associated CPEs of a WRANIgatlhas stringent requirements
on both center frequency tolerance and symbol ctotd&rance, which should be within
+2 ppm. The super-frame preamble is transmittedhayBS and consists of 4 repetitions
of a short training sequence (STS) following thelay prefix. STS is generated in
frequency domain and transformed to time domaimgsnverse fast Fourier transform
(IFFT). The frequency domain sequence, which hasrero binary (+1, -1) values only

on every 4th sub-carriers, is generated in an algaiic way from m-sequences to ensure
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low peak-to-average-power-ratio (PAPR). The fregryetiomain sequence will result in
4 repetitions of a 512-sample sequence in each OBBmMbol in the time domain.

The frame preamble is used for synchronizationncieh estimation, frequency
offset estimation, and received power estimatiotwieen the BS and the associated
CPEs. It consists of 2 repetitions of a long trampisequence (LTS). Similar to STS, LTS
is also generated in frequency domain but has reno-binary values on every 2nd sub-
carrier. There are in total 114 different low PARRSs available with low cross
correlation in order to support a variety of dephognt scenarios. The coexistence beacon
preamble is used for coexistence beacon detectyrchronization, frequency offset
estimation, and channel estimation of beacon trassion. With low cross-correlation,
the coexistence beacon preamble has the samelseag the super-frame preamble but

uses different STS to be differentiated from theeauframe preamble.

3.4.5 Ranging and Power Control

Ranging is performed to allow the BS and CPEs tockyonize their timing, thus
minimizing multi-access interference, which resdiften multiple CPEs using the shared
spectrum. In particular, it is necessary to alipe BS received signal from all CPEs
within a certain window, to ensure the orthogonabft sub-carrier allocation from
different CPEs is maintained. This synchronizatr@ndow is determined by the length
of the cyclic prefix and the multi-path time disgéwn exhibited by the channel. This
operation is usually carried out during networkrgr(i.e. the initial ranging); however it

is also necessary to regularly update and traclatians in timing offset, using periodic
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ranging, to reflect changes in the network (for exae, increased round-trip delay). With
frequency selective fading, the multi-path fadifacacteristics modify the mean
correlation output power. The multi-path attenuatand phase shift applied to the
correlation output power would cause an irreductaier in timing offset. Moreover, the
presence of noise causes a larger spread of tiiifsgt errors.

The transmit power control in IEEE 802.22 is to veé the transmit power at a
CPE to the lowest possible levels while maintainangeliable communication with the
BS. Another purpose of CPE transmit power contsdb minimize the dynamic range
between carriers received at BS from CPEs at variogations. The maximum and
minimum transit power for each sub-channel usedifita communications are 4 watt
EIRP (Equivalent Isotropically Radiated Power) a@d dBm EIRP respectively. Each
CPE maintains the same transmitted power densitysgcll assigned sub-channels

without exceeding the maximum allowed EIRP level.

3.5 Medium Access Control Layer

The 802.22 MAC provides mechanisms for flexible afficient data
transmission and supports cognitive capabilitiggfath reliable protection of incumbent

services in the TV band and self-coexistence an®0®)22 systems.
3.5.1 Management of Data Transmission

An |IEEE 802.22 system is a point-to-multipoint neik in which a central base

station (BS) controls the medium access of a nunaib@ssociated customer premise
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equipments (CPEs) for broadband wireless accedgcapipns. In the downstream
direction (from BS to CPE) data are multiplexediime-division multiplexing (TDM)
fashion, while in the upstream direction (from CREBS) the radio channel is shared by
the CPEs applying the DAMA-TDMA (demand-assigneditiple access — time-division
multiple access) scheme on an on-demand basiscadineept of a connection plays a key
role in the 802.22 MAC. The mapping of all servidesconnections, as performed in the
convergence sub-layer (CS), facilitates bandwidlication, QoS and traffic parameter
association, and data delivery between the cormeding CSs. While each 802.22 station
has a 48-bit universal MAC address which servethasstation identification, the 12-bit
connection identifications (CID) are primarily ufs data transmission within an 802.22

system.

3.5.2 Super-frame and Frame Structures

The 802.22 MAC employs a super-frame structureriteo to efficiently manage
data communication and facilitate a number of ctigaifunctions for licensed
incumbent protection, inter-network synchronizatand self-coexistence. As depicted in
Figure 3-4, a super-frame transmitted by a BS srofierating channel begins with a

special preamble, and contains a super-frame cbinader (SCH) and 16 MAC frames.

46



[————— 160 ms ————— P
Time
Superframe n-1 Superframe n Superframe n+1 e ——
—10ms ————p—10ms ————P»| 4—10m54>|
frame O frame 1 SR frame 15
T — ~ ~ ~
I ~—__ _- I SO ~ >
Superframe | Frame - Frame Frame
-
— S~
_- - S~ -
b - =~
26 to 42 symbols corresponding to bandwidths from 6 MHz to 8 MHz and cyclic prefixes from 1/4 to 1/32
= A
§ /\ A Ranging/BW request/UCS notification
al i
=}
ali Burst 1
O | —
21
L1 us o EEEE ~ |
| I Burst Z
al
S| / 7
- more than 7 OFDMA symbols <
a f 2
§ | Burst3 E
@ 8‘ ] o000 ! -E
% Bursts x K]
-g n o
g o0 0 E 5 E’ §
5 E =
& ol 3 |9 S
¢ . £ 8 B 3
e & 2o | E ] £ o
b R I3 | e | )
ST g = £ Burst ; 3
a a |32 Burst b BUrSt 3
/ @
]
2
3
o
Y
L BUrst -
a [}
] <@
A |
=}
Burstn
Burst
g g
. - US sub-frame > &
Ds sub-frame (smallest US burst portion on a given subchannel= 7 symbols)

Figure 3-4 Super-frame and Frame Structures in IBEE 22

Each MAC frame, with a 10ms frame size, is complis¢ a downstream (DS)
sub-frame and an upstream (US) sub-frame with aptide boundary in between. While
the DS sub-frame only contains a single PHY PDUW{pcol data unit), the US upstream

sub-frame may have a number of PHY PDUs schedulea different CPEs, and
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consists of contention intervals for initializatidmandwidth request, Urgent Coexistence
Situation notification, and self-coexistence. Begyimith the frame preamble, frame
control header, DS-MAP and US-MAP (i.e. the payleaatieduling information in DS or
US), data payload in the DS sub-frame are laidwartically first in the frequency
domain and then horizontally in the time directids the DS traffic for the far-end CPEs
can be scheduled early in the DS sub-frame, suth ldgout allows the MAC to absorb
the round trip delay for a coverage range of 100kin.the other hand, data in the US
sub-frame are first scheduled in time on a logsalb-channel and then proceed to the

next logical sub-channel.

3.5.3 Network Entry and Initialization

In contrast to other existing wireless access tetbgies, the network entry and
initialization procedures in the IEEE 802.22 MACtramly define the regular processes
such as synchronization, ranging, capacity negotiatwuthorization, registration and
connection setup, but also explicitly specifies tperations of geo-location, channel
database access, initial spectrum sensing, netayr&hronization and discovery.

The determination of geographic location in the B®equired to use satellite-
base technology, which also enable synchronizatiche BS with the neighboring
networks by sharing a global time source. In theECP satellite-base technology is not
available, the BS will instruct the CPE to condadierrestrial-based geo-location process.

The list of available TV channel is obtained byeging to an up-to-date TV channel
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usage database augmented by spectrum sensingrpeddoth by initializing BS and

CPEs.

3.5.4 Spectrum Sensing and Spectrum Management Supports

To effectively address detection of and avoidantleasymful interference to
incumbents, IEEE 802.22 MAC provides a comprehemset of techniques and
management messages for incumbent signal measuramesspectrum management.
With the capabilities provided by the MAC, the BSable to flexibly instruct the CPEs to
measure TV channels for a specific period of tinmegompliance with certain detection
requirements, so that a reliable spectrum occupamay of the cell can be obtained.
Once the BS analyses the reports from its CPEs;atjpas such as dynamic frequency
selection and transmit power control can be perfedrim a timely and effective manner

as to resolve the coexistence situation with incemtb.

3.5.5 Quiet Periods Scheduling for Spectrum Sensing

Incumbent signal measurement can be of two typesand (co-channel and
directly affected adjacent channels) measuremetha-of band (other alternative
channels) measurement, all of which have to be ootetl in quiet periods in which no
WRAN transmission is allowed on the measured char®ensidering that a worst-case
long quiet time, which could last for the duratiohmultiple frames, would cause
negative impact on the quality of services, a twage sensing mechanism is defined. In

the first stage, Intra-frame Sensing allows measanet to be performed in a period of
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less than one frame. However, if finer measurem&needed, an 802.22 system will
proceed with Inter-frame Sensing stage in whichtmuous quiet sensing time of

multiple frames is allocated.

3.5.6 Self-Coexistence

In a typical deployment scenario, multiple 802.38tems, each of which could
have a large range of up to 100km, may operat&@dame vicinity. Mutual interference
among these collocated WRAN systems due to co-cblamperations could degrade the
system performance significantly. To address tmpartant issue, the 802.22 MAC
specifies a self-coexistence mechanism that isdaseCoexistence Beaconing Protocol
(CBP) and consists of four spectrum sharing schettmssaddress different coexistence
needs in a coherent manner.

The CBP is a communication protocol based on cderise beacon transmission
among the coexisting WRAN cells. A CBP packet, deted through the beacon
transmission in a dedicated self-coexistence win@®@W) in the MAC frame, is
comprised of a preamble, a SCH and a CBP MAC PDtdl ia able to reliably efficiently
conveys all necessary information across TV chasfal facilitating network discovery,
coordination and spectrum sharing.

During a SCW that is synchronized across all TVmhels, a WRAN station (BS
or CPE) can either transmit or receive CBP packets.efficient inter-cell
communications, each WRAN system is required tontan a minimum repeating

pattern of SCWs in transmit (or active) mode, etleough in general the SCWs can also
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be scheduled to be in either mode on an on-demasdtkdEach WRAN system could
reserve its own SCWs on the operating channel xatuesive CBP transmission or share
the active SCWs with other co-channel neighborstigh contention-base access. By
knowing the SCW patterns of the neighbors, a WRAMNtem can schedule receiving
operation at the appropriate moment to captureédB® packets transmitted from the
neighboring systems of interest.

The CBP-based coexistence mechanism is describdl@ass. When an event
for spectrum acquisition is triggered, a WRAN systérst tries to resolve the spectrum
demand locally through the Spectrum Etiquette pdoce that attempts to select and
utilize a TV channel that will not cause harmfuténference to the neighboring systems.
If there is no such spare TV channel available, WiRAN system proceeds with the
Interference-free Scheduling method, which alloiws WRAN BS to adapt the traffic
scheduling for the associated CPEs so as to awwichannel interference with the
neighbors. The interference-avoidance behavior,dwvaw, is passive therefore may not
satisfy the resource demand in a timely mannesuoh case, two spectrum sharing
schemes that provide interactive coordination cdjies are next utilized. One of these
schemes is called Dynamic Resource Renting andri@ffein which spectrum resources
can be shared by the occupier WRAN system withrdggiester cell through a two-way
renting/offering communication process. If the gpeicn demand is still not satisfied (e.g.
the occupier may refuse to rent), the demanding VW&l finally resorts to the On-
demand Spectrum Contention protocol. Employing tlyisamic channel contention

protocol, the spectrum usage conflict can be restiv a fair and efficient manner
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through simple exchange and comparison of contardxess priority numbers among

the coexisting WRAN systems.

3.6 Cognitive Functions

In order to operate in the TV bands without affectiDTV, analog TV, and
licensed wireless microphones operated by TV braatkrs and other eligible licensees,
The IEEE 802.22 systems will have to be cognizdralbincumbent operations in their
vicinity.

The necessary tools are being included in the stedhtb fulfill these cognitive
functions. First, the location of each base statimd CPE will be accurately established.
This will be described in detail in the Geo-locatisection below. The second tool is
access to a channel availability database thatpudivide reliable information on the
relevant limitations on channel availability for WARI use at any given location. The
third tool is the sensing capability that is inckalin the standard to sense the presence
and identify the type of incumbent signals in chalsof interest.

These capabilities will, by allowing the BS to cooitthe channel usage and the
transmission power in a network cell, constitute #et of cognitive functions needed to
allow operation of 802.22 systems in the TV broastdzands on a non-interference basis

with the incumbents.
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3.6.1 Spectrum Manager

The higher level intelligence at the base statioat will use all the inputs of the
cognitive functions to decide on the TV channeb®used by the WRAN cell and the
transmission power (EIRP) limits imposed to theape WRAN devices is called the
Spectrum Manager. This entity is to be concepiulalcated at the MAC sub-layer in
the base station as illustrated in Figure 3-2, witirk closely with the data path MAC to
communicate with the CPEs and will interface witletPHY Layer Management Entity
to control the local sensing and geo-location fumas and with the Station Management
Entity for access to the incumbent database andigriocal over-ride of the operator.

Various steps need to be taken by the spectrum gerta declare that a channel
is may be used for operation. First, spectrum senkas to be carried out on the actual
working channel (N) to make sure that no incumbsatvice is present. Then, spectrum
sensing is performed on the first adjacent chan(iétd-1) on which TV receivers may
receive interference due to the presence of WRANdmission on the adjacent channels.
The distance to the protected contour, known apkag distance, will need to be
verified through access to the TV incumbent databas

If it is confirmed that the WRAN operation on chaglN may create interference
to an incumbent service operating on a related nkgrihe spectrum manager will react
with have the following four options:

» Reduce the transmission power of the CPESs to elat@rhe interference

potential in their local area;
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» If such decrease in transmission power of CPEseenthe service
unsustainable, de-associate these CPEs (i.e., @iéEs would need to seek
service on another channel with another BS fromgae or a different
service provider);

» Reduce the transmission power of the base stati@iiminate the potential
interference;

* In many cases, a reduction in transmission powehefbase station will no
longer allow proper WRAN operation offered to thistdnt CPEs, and the
spectrum manager will need to initiate a channelveio a backup channel)
involving the base station and all of its assodala@PEs.

The WRAN base station therefore has complete coofrthe channel selection
and of the transmission power level of each astedi&PE. The control of the
transmission power is made possible through redutiie maximum limit of the
transmission power that the base station estaldightth each CPE based on the CPE’s
local environment and the potential interferencat ttan be generated at the nearby
incumbents.

Before any of these actions take place, a cleagrbatic of the situation will need
to be performed at the base station using the sgngsults transmitted to the base station
from the CPEs, the sensing results measured bpdise station sensor itself, the geo-
location of all the devices in the network cellsidathe confirmation obtained by querying

the on-line centralized incumbent database basad®nollected information.
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As mentioned in section 3.3, a process equivalenihé spectrum manager, but
with much more limited functionality, will take pta at the CPE to carry out the initial
spectrum sensing functions, identify the availalMBAN services in the area and
determine initial channel availability before assadmg with a base station to minimize
interference potential. This lightweight intelligieprocess has been called the CPE
Spectrum Automaton. This automaton will also bediso pursue orderly sensing
activities during the idle time of the CPE termiraald report its findings to the base
station.

It's envisioned that there will always be a manosaeér-ride at the base station in
case an unexpected interference situation ocdtiis.assumed that the WRAN operator

will have the ultimate responsibility for avoidingterference to incumbents.

3.6.2 Geo-Location and Database

As one of the fundamental requirements in the séadgdall devices in the WRAN
system are installed in fixed locations and thel&S the knowledge of its location and
the locations of all of the associated CPEs. fuidher required that the accuracies of the
location information known by the WRAN system migt within a 15 meter radius for
the BS and, for the CPES, must be within a 100 meddius for 67% of the cases and
within 300 meter radius for 95% of the cases.

In order to meet these location requirements, allides in the network are
equipped with satellite-based geo-location techgpl(cGT) such as GPS [60] and

Galileo [61].

55



During the initialization procedure of a new CPEtlntends to join the network,
the SGT in the CPE shall successfully lock to tee@ssary number of satellites and in
doing so the CPE shall accurately determine itaitmn before it is allowed to transmit
and attempt to associate with the BS.

Another requirement of the IEEE 802.22 standartha the BS must have access
to an incumbent database service (IDS), which pitesiaccurate and up-to-date
information describing the protected incumbent gpiens in the area.

When a new CPE attempts to associate with a B3hduits initialization process,
it sends its location coordinates to the BS. TH&tBen uses the location information for
the new CPE to query the incumbent database. Qthermeters of the CPE, such as the
antenna pattern, the EIRP, and the antenna heightbe provided along with the
location coordinates so that the IDS can deternaiiset of geo-location points that
represent the expected area over which the CPEiquatentially interfere. A resultant
list of available channels is generated by thersgetion of each list of available channels
corresponding to each geo-location point. The W&n returns to the BS this resultant
list of available channels on which the CPE canrapewithout potentially causing

interference to the protected incumbent services.

3.6.3 Spectrum Sensing

Spectrum sensing involves observing the radio fezapy spectrum and
processing the observations to determine if a ckaisnoccupied by a licensed

transmission.
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In IEEE 802.22 standard, both the base stationtardCPE sense for three
different licensed operations: analog televisioigjtdl television and wireless
microphones. In addition to these signals the 822vorking group is developing a
standard for a self-organizing network of beacowides (known as IEEE 802.22.1),
which is intended to give additional protection fow-power licensed uses such as
wireless microphones, in-ear monitors, and sindavices.

The spectrum sensing requirements are specifiéerms of four parameters - the
sensing receiver sensitivity, the channel detedtime, the probability of detection and
the probability of false alarm. Three of these paeders are the same for all the licensed
signal types. The channel detection time is 2 selsp the probability of detection is 90%
and the probability of false alarm is 10%. The daggeceiver sensitivity is different for
the three licensed transmission. The sensing recaiensitivity for analog television
transmission (e.g. NTSC in North America) is -94rdBwhile the sensing receiver
sensitivity for digital television transmission ge ATSC in North America) is -116 dBm.
Finally, the sensing receiver sensitivity for a aliess microphone transmission is -107
dBm. If we assume that the sensing receiver hasise figure of 11 dB then the noise
power level is approximately -95 dBm. Thereforensing at -116 dBm corresponds to
an SNR (signal to noise ratio) of -21 dB.

The 802.22 spectrum sensing framework is definesedaon four components:
per-channel sensing, quiet periods, standardizessagng, and implementation
independence. Each TV channel is sensed indepdradrall other TV channels, so

broadband multi-channel sensing is not requirece tandard, however, will not
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preclude an implementation that senses multiplenokés simultaneously. This
architecture was selected to allow for a low-cossidn that tunes the sensing receiver to
one channel at a time. The second component ofémsing framework is the use of
quiet periods. The MAC layer supports the scheayhf quiet periods during which the
base station and all the CPEs temporarily ceasestngssion. The MAC layer also

allows signaling between nearby base stationsehables these base stations to
synchronize their quiet periods. Sensing is perfedrduring these scheduled quiet
periods to minimize interference caused by the WRADbIthe sensing receiver. The

third component of the sensing framework is staddaed reporting of spectrum sensing.
Sensing is performed in both the base station &edaPE, but the final decision on
whether a given channel is available for use by\Wie AN is made at the base station.
Therefore, the results of the spectrum sensinggoeréd at the CPE must be reported to
the base station in a standardized messaging meshaAlso, the spectrum sensing in
the CPEs is controlled by MAC management messagesls/ the base station. The
fourth and final pillar in the spectrum sensingrfrawork is the spectrum sensing
implementation independence. Specific spectrunsisgriechniques is not specified in
the standard. The designers are free to implemérait ever spectrum sensing techniques
they choose as long as the chosen techniques mmespecified sensing requirements and
allow communications for the sensing control anpae to be performed in the

standardized messaging method.
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4  Dynamic Frequency Hopping for DSA Networks

4.1 Introduction

In this chapter, we address the challenge of QualitServices (QoS) assurance
for Dynamic Spectrum Access (DSA) Networks, usihg tEEE 802.22 WRAN as the
system model.

As depicted in Figure 4-1, an IEEE 802.22 WRAN (gless regional area
network) cell consists of a Base Station (BS) amel &associated Customer Premise
Equipments (CPEs) that communicate to the BS Viaed point-to-multi-point radio air
interface. The typical radius of the coverage as33 km [6]. Apart from coexisting
with Digital TV (DTV, such as ATSC in North Amerigaand analog TV (such as NTSC)
services, 802.22 (or WRAN) cells also have to beaesof Part 74 devices (such as
licensed wireless microphones) and other licensadags in the TV bands. It is
envisioned that channel (radio frequency spectrawailability for data transmission of a
WRAN cell is determined by referring to an up-totdancumbent database augmented

by distributed spectrum sensing performed contirslypboth by the BS and the CPEs.

2 Part of this chapter is based on the joint work43].
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Figure 4-1 A Typical 802.22 WRAN Cell Coexisting thiDTV and Part 74 Devices

The IEEE 802.22 WRAN operations need to satisfy apparently conflicting
requirements: assure the Quality of Service satigfa for WRAN services while
providing reliable and timely spectrum sensing golaranteeing the licensed user
protection. In fact IEEE 802.22 standard requiteat the maximum transmission delay is
20ms in order to support VolP and other delay-sévesservices [41]. On the other hand,
the sensing reliability required by DTV incumbemgsyuite high (i.e. WRAN devices
shall be able to detect DTV signals above a detecthreshold of -116dBm with at least
90% probability of detection and at most 10% prohigbof false alarm [41]). Analyses
of well-known sensing technologies as listed in [ead»-1 show that the sensing task
takes up to several tens of milliseconds per chaf8jegiven the required reliability. For

example, the DTV energy detection at 6MHz requis843ms per channel. In fact,
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because of out-of band interference, a channebeaconsidered to be free only if its
adjacent channels are also free, making it necgdsaense several channels. Hence, a
sensing period can range from tens of millisecompl$o more than 100 milliseconds. In
addition, it is required that licensed incumbergrals shall be detected by WRAN
devices with no more than 2 seconds “delay” (iree Maximum Channel Detection
Time), starting from the time the licensed signateeds the detection threshold ona TV
channel [41]. In other words, a WRAN cell has tafeem sensing on a working channel

at least every 2 seconds.

Sensing Technology Sensing Time
DTV energy detection (6 MHz) 69.43 ms
DTV pilot tone energy detection (10 kHz}268.10 ms
DTV pilot tone correlated detection 10.29 ms
DTV horizontal sync correlated detectign 23.97 ms
DTV PN511 correlated detection 72.64 ms
FCC Part 74 Device Beacon Capture 100 ms

Table 4-1 Spectrum Sensing Time for Various Sengiaghnologies

A channel that is to be sensed cannot be useddta ttansmission. Thus, a
WRAN cell operating consistently on a single chalrtmes to interrupt data transmission
every 2 seconds for sensing and continue to tranemthat channel only if no incumbent
was detected. This so called “listen before talk’hon-hopping mode, as depicted in
Figure 4-2, is the basic mode of the 802.22 systeé®ush periodic interruptions of data

transmission, however, decrease the system thraugir can significantly impair the
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QoS of the 802.22 systems (e.g. interruption of ethian 20ms is usually considered to

be harmful for voice transmission and other delapsstive applications).

(1) Spectrum Sensing

@ Maximum Channel Detection Time

Channel Availabilit
Channel A K Check y —1 Data Session ? Data Session ? Data Session ‘ Data Session ‘ ......

@ Time

Figure 4-2 The Basic Listen-before-talk OperationEEE 802.22

In order to mitigate this phenomenon, an alterratiperation mode known as
Dynamic Frequency Hopping (DFH) has been propodéd 8] in IEEE 802.22. In the
DFH mode a WRAN cell hops among a set of chann@lging the operation on a
working channel, sensing is performed in paralleltbe intended next working channels.
After 2 seconds (the maximum channel detection jimechannel switching takes place:
one of the intended next working channels becorhesiew working channel; the
channel previously used is vacated. Hence, norapgion is required any longer for
sensing. Obviously, efficient frequency usage andual interference-free spectrum
sensing can only be achieved if multiple neighbgiéWRAN cells operating in the DFH
mode coordinate their hopping behavior.

Motivated by this requirement we further proposethiis chapter the concept of
DFH Communities (DFHC) [43] and assess its advaesad he key idea of DFHC is that
neighboring WRAN cells form cooperating communitiegich choose their hopping

channels and perform DFH operation in a coordinateshner. The further major
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contribution of this chapter is to develop concept$undamental mechanisms for
managing such cooperative communities.

The reminder of this chapter is organized as foboim Section 4.2 we describe
the principle of DFH. Section 4.3 presents and dsses the concept of DFHC in detail.
Section 4.4 introduces mechanisms and protocolsfoating and maintaining a DFHC
and Section 4.5 proposes mechanisms for the canastof multiple DFH communities.

A performance analysis is given in Section 4.6.t8et4.7 concludes the chapter.

4.2 Principle of Dynamic Frequency Hopping

In this section, we will describe the principle thie Dynamic Frequency Hopping

operations.

4.2.1 Simultaneous Sensing and Data Transmission

A WRAN cell in the DFH mode uses the working (in#id channel for data
transmission and performs spectrum sensing on bband channels simultaneously as
shown in Figure 4-3. We refer to this operationSasultaneous Sensing and Data
Transmission (SSDT), or “Listen-while-Talking (LWT)Guard bands between the in-
band and out-of-band channels are allocated tayaiéi adjacent interference caused by
data transmission to the out-of-band sensing. Ailnadtband channel sensed to be vacant

is considered to be validated.
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Figure 4-3 Simultaneous Sensing and Data Transomggiisten while Talking)

4.2.2 Dynamic Frequency Hopping Operations

As previously mentioned a WRAN cell can use a watkchannel for up to two
seconds before it has to perform spectrum sensirmgder to re-validate the channel.

The DFH mode works as follows: The time axis isidied into consecutive
operation periods, in each of which a WRAN is ofgrg on a validated channel, while
simultaneously sensing — and validating — out-ofitbahannels as explained above
(SSDT). AWRAN cell in the DFH mode thus, as showmrFigure 4-4, dynamically
selects one of the channels validated in a prevaperation period for data transmission
in the next operation period. This channel can bedifor data transmission for up to two
seconds (the maximum channel detection time) dfteitime it was validated.

Less than the Maximum
Channel Detection Time

Validation time of Ch A Validation time of Ch B
Less than the Maximum#
Channel Detection Time

; ; ; ; s
m— Time
» : Transmitting on Ch A, Transmitting on Ch B,
Initial Sensing |  Sensing on out-of-band Sensing on out-of-band ® o o
Channels of Ch A Channels of Ch B

Figure 4-4 Dynamic Frequency Hopping Operation
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4.2.3 Fast Channel Switching

DFH is justified only, if the channel switching cdre executed quickly enough.
Recognizing that hardware channel switching dekgsnegligible in today’s evolving
technologies — e.g. in the range of tens of micoos®ls in current 802.11 wireless cards
[44] — a novel fast channel switching technique basn proposed [40]. Applying the
proposed mechanism, a WRAN cell performs periodiarmel maintenance on a set of
hopping channels that are initially setup, such 8waitching delays for channel setup and
channel availability check are eliminated and thetpcol overhead is curtailed

The fast channel switching procedure is descritetbows.

1) Select and maintain a cluster of channels that lpassed the Channel
Availability Check. We refer to this channel clustes Cluster A.

2) Perform initial channel setup for new channels insger A. Channels in
Cluster A for which channel setup has been perfatseccessfully are
classified as channels in Cluster B. Note that arotel that is not effectively
maintained through regular channel maintenancemsidered as a new
channel.

3) Perform Dynamic Frequency Hopping using channelSlunster B.

4) Perform regular (periodic) channel maintenancesfechannel on which the
WRAN system is currently operating.

5) The 802.22 WRAN System schedules Dynamic Frequétagyping operation
such that the maximum interval of regular (perigdibannel-maintenance for

all CPEs on every channel in Cluster B is not extas so as to guarantee the
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effectiveness of transmission parameters obtainad the previous channel
maintenance. We determine that a channel is welhtamed if the above
condition (maintenance interval less than the maxmallowed interval) is
satisfied.

6) If a channel is not well maintained, the 802.22 WIRSystem eliminates this
channel from Cluster B.

7) Channel Move information is embedded in the MAC ragement messages
that are regularly transmitted from the base statwCPEs. So the overhead
for channel move messaging is negligible.

Figure 4-5 provides an example of fast channel slwitg for dynamic frequency

hopping.
Save Resume Save Resume Save
channel channel channel channel channel
arameters parameters  parameters parameters arameters
Channel P P
Channel | Availability - © T @ ©) ¥ @
A~ Check —npnpnnnnm
,_ Channel ime
= s:tr::)e% s h | Resume Save Resume Time
ave ¢ atnne channel channel channel
parameters parameters parameters parameters
Channel | Channel \ ©) 3 @ ~ ©)
B «—— Availability Check noonooi e [ S s
K~ Cg:tr:jnelﬂ Resume Save Time
p Save channel channel channel
parameters parameters parameters
Channel | Channel Availability ©) 3 @ < O —
C % Check ' N0000n — ~
i Channel__ Time
Setup
@ Spectrum Sensing and @ Data Session and Channel
Management Maintenance

Figure 4-5 Fast Channel Switching for Dynamic Freqay Hopping
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4.2.4 Frequency Requirements for DFH

In order to perform reliable sensing in the DFH negthe channel being sensed
cannot be used for data transmission by the WRAIN €éis implies that a single
WRAN cell operating in the DFH mode needs at leéagi channels in order to perform
data transmission and reliable sensing in paréltefurther considerations we will, for
the sake of simplicity, assume that there is noafuiand interference of the WRAN
cells). By simple extension of this scheme, 2N fob@nnels would be needed to support
N totally uncoordinated, mutually interfering celisthout collisions in channel usage
among them.

If, however, spatially overlapping cells decidedmoperate, the channel usage can
be significantly reduced. In the following we prolsg construction that only N+1 vacant
channels (i.e., channels free of both incumbents@her WRANS) are enough.

Figure 4-6 illustrates the Phase-shifting DFH opiera[4] of N=3 overlapping
WRAN cells over (N+1)=4 vacant channels. Each WRél shifts its DFH operation
phase by one Quiet Time (QT) against the operapibase of the previous WRAN cell as
shown in Figure 4-6. For instance, WRAN2 shiftsofseration by one QT against the
operation of WRAN1, and WRANS shifts by one QT agstithat of WRANZ2. During a
QT, channel sensing is performed. This implies th&T has to be at least equal to the

minimum time required for reliable channel sensing.
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Figure 4-6 Phase-shifting DFH Operation

We have demonstrated that a set of N overlappirig can operate continuously
using (N+1) channels as long as the length of glsitransmission is larger than the
product N*QT. We will further refer to this obsertian as the “N+1” rule [40]. Imposing
the above explained hopping pattern of time shifjtedps is, however, possible in case
of strict coordination, which motivates the concepDFH Community (DFHC) as

described in Section 4.3.

4.3 Dynamic Frequency Hopping Communities

Dynamic Frequency Hopping Community (DFHC) is a rempty set of
neighboring WRAN cells following a common protodblat supports a coordinated DFH
operation in order to ensure mutual interferenaefthannel sensing and to minimize the

channel usage, applying the DFH phase-shifting @ixgld above.
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Figure 4-7 shows a scenario where the WRAN celltheir close proximities

form communities for coordinated DFH operations.

Community 1

Community 2

Figure 4-7 DFH Communities

A DFHC has one leader and, possibly, some commungynbers. The DFHC
leader is responsible for decisions about commumiggbership, calculating the hopping
patterns (phase-shifting sequences) for all meméedsdistributing this information
within the community. Members provide the leadethwtheir neighborhood and channel
availability information, i.e. information aboutéir sensing results and observed channel

usage of the neighboring WRAN cells.
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For a group of WRAN cells to create a DFHC, theldaling requirements should
be satisfied:
=  Community members are able to communicate withabamunity leader.
= Each community member is able to perform the SSpé&ration as
described in Section 4.2.1.
=  Community members have reasonably synchronizedkslqtp to a
given accuracy)
= The community members share a joint notion of a€pdiime of a channel
X —atime period during which no community memlieallowed to
transmit on that channel.
In the 802.22 draft, a best effort method callede&istence Beacon Protocol
(CBP) is proposed for over-the-air inter-cell conmizations. The basic mechanism of
CBP works as follows. BSs of neighboring cells sthie a coexistence window at the
end of every MAC frame (synchronized among BSs)riDgia coexistence window,
neighboring BSs communicate using coexistence beaddote that CBP has been
developed for constant channel assignments whil@RR mode the channel assigned for
transmission to individual cells does strongly varyime. Therefore we introduce for the
support of the inter-cell communications within@emunity an abstraction of the Inter-
Network Communication Channel (or Communication Mgement Channel, simply
CMC) on which the CBP is executed. The detaileccdssion of this issue will be

discussed in chapter 6.
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4.4 Dynamic Frequency Hopping Communities Management

DFHC initialization and maintenance are supportgaghbmerous activities which
will be referred to as community management. Weib&g discussion with a set of
operational principles:

= A WRAN cell is represented by its BS, which hasraque IEEE 802 MAC

address and a priority.

= WRAN cells attempt to create or join communitiesevever possible.

Nevertheless a single cell that has lost the asgioei with a community will
always temporarily falls back to the non-hoppingaeo

= The association with a community is based on a stite principle, subject to

renewal within a life-time period determined by 8MER value. Lack of
renewal will lead to fallback into the non-hoppingode on the last used
channel.

In the following we present an outline of the menisans for DFHC management.

4.4.1 Neighborhood Discovery

Each BS periodically broadcasts announcement mesg&5ANN) on the CMC.
Two cells are called one-hop neighbors if the cohtnessages (e.g. BSANN) of one cell
can be received by the other cell. A BS-ANN messegetains the state of the BS (Non-
hopping, DFHC leader or DFHC member), a list oftaadty known neighbors, a hopping

channel list, and the priority of the community ¢k (if belonging to a community).
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4.4.2 DFH Community Creation

To create a DFHC, a community leader is selectest.fThe community leader of
a DFHC is defined as a BS with the highest priougiue (and smallest MAC address
within equal priorities). Each BS believing to fulfthis condition within its
neighborhood declares itself a DFHC leader. Thdated leader selects a set of hopping
channels and broadcasts its leadership using leatdeuncement (LDRA) messages on
the CMC. An LDRA message contains a list of commymnembers (at the beginning
just the leader itself) and the selected hoppingrotels with the hopping pattern of the
community.

A WRAN cell in the non-hopping mode might decidedieate a community if no
LDRA message is heard. Upon receiving LDRA messdigen (possibly multiple)
leaders, a BS, however, can decide to join ondefdadvertised communities. These
decisions are based on policies not discussedisnctiapter.

To join a community, a BS transmits a membershipuest message (MBRA) on
the community’s CMC. An MBRA message contains tageted community leader’s
identification, and the neighborhood and channdlilability information of the
requesting BS. Upon receiving the MBRA, the leadecides whether to accept or reject
the joining request and sends an acknowledgemertagong the decision. This might
have to be preceded by a proper maintenance ofxisting community to assure that the

joining station fits into the hopping behavior.
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4.4.3 DFH Community Maintenance

Each channel hopping pattern calculated and disted by the community leader
has a lifetime. A community member can use the hogpattern only during this
lifetime. The leader periodically renews the hogppattern by broadcasting an LDRA
containing the renewed hopping pattern for the camity. The start time for using the
new hopping pattern is set to the expiration tini¢he previous hopping pattern. The
reception of a new hopping pattern is acknowledigg@ll members. If some member did
not receive a new hopping pattern from the leadsfole the old pattern’s lifetime is
expired, it cannot stay in the DFH mode and hasstarn to the non-hopping mode.

The neighborhood and channel availability informatof a community are
updated by all members of the community. For thisgmse, each community member
performs spectrum sensing, tracks BSANN messages freighboring cells, and reports
to the leader if needed, by sending MBRA messages.

The leader recalculates the channel hopping pafterthe community based on
the received MBRA messages. The new hopping pattanbe distributed in two
possible ways: either by renewing the hopping pattg the end of the old hopping
pattern’s lifetime or by sequential switching of alembers to the new hopping pattern.

The first option ensures a collision free switchingtween the two hopping
patterns. Even if some community member does nweive the new hopping information
it cannot use the old one any more since it is exgi This approach, however, lacks the

flexibility of distributing new hopping pattern ithe middle of the old hopping pattern’s
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lifetime without causing pattern conflicts, in cas@me members fail to receive the new
hopping pattern and continue to use the old one.

This hopping pattern confliction issue can be aeaidy sequential switching. In
this approach the leader switches each memberichaily to the new hopping pattern
(which is selected to be collision-free with thetigans of members not switched yet) and
verifies whether the recommended switching readlgit place by sensing newly assigned
channel. Thus we introduce an “implicit confirmatiby acting” for adopting of the new
pattern. Sequential switching is performed such év&n if some member does not
switch to the new hopping pattern as ordered, ahmbers already switched can use the
new hopping pattern without collisions.

Sequential switching for adding a new member is dastrated in Figure 4-8. The
old assignment is shown in the background. Firdtn@mbers are switched to the new
hopping pattern which means shifting their hopppagtern by one Quiet Time on
channel 4. Additionally, the operation periods drannel 1 are shortened by one Quiet
Time during the switching procedure. After all meenb have switched, there is enough
space to add the new member (last slot in chanpeélldis approach thus ensures no

collision between the old and the new hopping pate
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Whenever a community member detects an incumbet@rannel, it cannot
utilize that channel for the next hops. The mem&lsould inform the leader by sending
an MBRA message containing the new channel inforomatUntil the leader calculated
and distributed a new hopping pattern, the celllddaise some backup channel for the

time period it is scheduled to use the interferaignnel.

4.5 Coexistence of DFH Communities

The mechanisms introduced so far support the managéeof one DFH
community. In a large network of WRAN cells, howeyaultiple such communities
might exist, which have to coexist. As creationcimmunities as described above is a
distributed process following appearing/disappegadhcells as well as changes of their
connectivity, it is easy to see that rearrangemehtstablished communities might
occasionally be useful. In particular it might heip

» Reducing total number of channels used;
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» Resolving channel usage conflicts among communities
= Reducing communication overhead for community mamagnt.
This section introduces mechanisms to shift cedisd@en communities, and to
split and merge communities. Whether and when gmrenge communities depends on
polices that are beyond the scope of this disseratn addition we will discuss how to

avoid and resolve collisions between communities.

4.5.1 Rearrangement of DFH Communities

We propose three operations for rearrangementsbéting, community splitting
and community merging.

A cell shifts from one community to a new one bystirequesting to join the new
community. If the leader of the new community actsetne joining request, the cell may
explicitly leave the old community. The cell thetads to use the hopping pattern
received from the new community.

In contrast to shifting of a cell, multiple cellsainvolved in splitting and
merging of communities leading to consistency peol discussed in Section IV.C.
These potential collisions of different hopping {gahs can be avoided by always
performing the splitting and merging at the endlué lifetime of a channel hopping
pattern as described below.

If a leader decides to split its community, it dids the community into two and
selects two new leaders (where it may become ortkehew leaders). The leader first
announces the intention to split the community.sTimtention contains the member lists

of the new communities and the new leaders. Thégtkesed new leaders and all
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members of the community shall acknowledge thisemmtement (where some
acknowledgements may get lost). Upon receptiorabfgast some of) these
acknowledgements the old leader may — if it waotsantinue the split — schedule the
new leaders to announce the new communities stadperation upon expiration of the
lifetime of the old community. Note that if some méers are lost, they might request
later to join one of the new communities.

A WRAN cell can initiate a merger of two communigsivith itself being the
leader of the new community. Note that the initmgficell might be one of the two old
leaders or a normal member. When deciding to méngecommunities, a cell assures
that all members of the old communities can st@dldmember of the new community and
there are sufficient available channels for the m®@mmunity. The cell then announces
the intention of community merging to leaders ofrtmunities to be merged. If both
leaders agree, the expiration times of their hogatterns have to be synchronized, i.e.
the leader with the earlier expiration time rendtgshopping pattern after the hopping
pattern of the other community expires. The dedidatew leader then announces the
new community on CMCs of both to-be-merged commesiby setting the new
community’s start time to the synchronized expwattime of the old communities. Once
the new community has been announced, all memhrscaviedge the announcement on
the CMC of the new community, which then startofmerate using the hopping pattern

calculated by the new leader.
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4.5.2 Collision Avoidance and Resolution

BSANN messages are used to announce channel aviglaimd neighborhood
information. Channels being included in a BSANNrfr@another community or a non-
hopping BS are labeled occupied by the receiving B&ight nonetheless occur that two
neighbor communities select an overlapping chasaehs working channels. In this case
priority values (transmitted via BSANN messagesyofmmunity leaders or non-hopping
BSs are used to resolve this conflict. A BS, whagtects such collision and has a lower

community (or non-hopping BS) priority, releases thverlapping working channels.

4.6 Performance Analyses

In this section we study the DFHC performance relgag the achievable system
throughput and the channel usage. For the througupalysis we compare the non-
hopping mode to the DFH mode. For the channel usangdysis we compare the number
of channels used in the DFHC mode with the globaimum (computed by an

optimization tool).

4.6.1 Throughput Analysis

The main advantage of the DFH mode compared tothehopping mode is the
non-interrupted data transmission. Equation (1w&hthe throughput T as function of the
sensing time X and the used bit rate b (ignoring thannel switching overhead).

T(X)=b*2s/(2s+Xs) 1)
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In the DFH mode the throughput does not dependchersensing time (X=0) and
is always equal to b, since sensing is performegarallel to data transmission. Therefore

the DFH mode can achieve a higher throughput ti@mion-hopping mode (X>0).

4.6.2 Channel Usage Analysis for a group of Communities

In Section 4.2.4 we have derived the upper boungifand the lower bound of
N+1 channels for a set of N mutually interferindlsdollowing the phase-shifted DFH
principle as a single community.

It can, however, be expected, that if numerousscetiver a larger area not ALL
of them will mutually interfere (not all cells wilbe one-hop neighbors). In fact, grouping
those cells into several communities with limiteddrference among those communities,
and utilizing the possibility of spatial frequenoguse provide a potential for reducing the
total number of required frequencies.

Let us assume that M cells are randomly distributed square normalized to the
size 1 by 1 with a normalized interference distade4 (i.e. cells being in distance larger
than d do not interfere). This assumption leada tandom interference graph.

These cells are split into communities in such a/waat all cells belonging to a
single community are one-hop neighbors. Obvioutfigre exist numerous alternative
groupings of cells into communities. We use twdelént approaches to generate
communities, one where we minimize the total numiifissommunities and another one

where the total number of connections between comitims is minimized.
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The optimal number of channels required is basetherassumption that all cells
follow a global hopping pattern generated by a calntontroller. This number can be
computed by solving a standard graph coloring peahlso called “chromatic number”
+1 channels being the minimum. We use a standaekr Programming solver (CPLEX
[45]) for computing this chromatic number.

Figure 4-9 shows the analysis results for M=10 (g8han the top sub-figure) and
M=20 (shown in the bottom sub-figure) cells. Thessults are an average over 40

independently generated graph instances per M.
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Figure 4-9  Channel Usage Analysis for a Group ofidaunities
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As expected, splitting into numerous communitieadsantageous, and the
number of required channels is lower than 2N. Meeg our intuition about not aiming
for the minimal number of communities but minimarmectivity among communities
has been confirmed (admittedly, we do NOT consitieroverhead for community
management). In fact, the total number of changeldd be further reduced by relaxing
the community definition such that all members andy required to be one-hop
neighbors of the leader instead of being mutuatg-dop neighbors. This would allow
for further channel reuse within a community anfeofgreater flexibility in the

community creation.

4.7 Conclusion

The emerging IEEE 802.22 standard is defining ohine first cognitive radio
based wireless systems to become reality. Whenabipgron a single channel, the QoS
of WRAN cells degrades due to sensing interruptidrgs can be mitigated by Dynamic
Frequency Hopping, where data transmission is peréal without interruptions in
parallel with spectrum sensing. However, in a biggester of cells, frequency hopping
could lead to significant problems if no coordir@atischeme is employed. Dynamic
Frequency Hopping Community is a concept introdganordination among cells. As
shown, it leads to a better QoS and throughput bnawhile requiring a modest
amount of channels for hopping. It enables coexisteof multiple communities. In fact
DFHC could also be used to coordinate channel uségells operating in the non-

hopping mode. In this chapter we have presenteacjpies of mechanisms for dynamic
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rearrangement adapting to changes of cluster tgyolas future work we will focus on
detailed specification and analysis of protocolpaorting these mechanisms as well as

various aspects related to policies driving evaatof such communities.
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5 Distributed Frequency Assignment for DFH®

5.1 Introduction

Frequency planning is an important method to cdrdoechannel interference in
multi-cell communication systems. It is based ofvsw the frequency assignment
problem (FAP). The FAP consists of a set of celere neighboring cells have certain
(static) interference relationships and hence, khoat be assigned the same frequencies
(also referred to as channels in the following) égeration. The goal of the FAP is the
assignment of a pre-specified number of frequentesach network cell while
minimizing the total amount of frequencies needdathematically, the FAP can be
expressed as a graph coloring problem, by assigeauly node one (or multiple) color(s)
such that no two connected nodes have the samescataile trying to minimize the total
number of colors used. A graph where the nodesasgmt the set of cells and the edges
between the nodes represent their interferencéioakhips is being used for this
purpose.

This graph coloring problem is difficult; mathemesily speaking, this problem
belongs to the class of NP-hard problems. Findimgsystem optimum for practically
relevant systems requires prohibitively long congtiain times even with modern

computational equipment. Therefore two approachesiaually used:

3 This chapter is based on the coauthored papet [46]
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= Sub-optimal algorithms that have a significantlgueed computational

complexity while handling the full interference gia

= Decentralized approaches, in which each node seiecfrequency based only

on partial knowledge of the interference graph.stéliows for parallelization
of the computation and leads to the most signiftaaaduction of the
computational time.

In the usually investigated wireless cellular netkgwith static frequency
assignment both these approaches achieve remargabti/results in the sense of
minimizing the number of frequencies necessaryafgsuring a given level of traffic, as
compared to the real optimum. However, in the Bestade an increased interest is
observed in systems that are not “frequency-stdiid’change their operational
frequency. Such systems do provide better immulndtth against fading and
interference. Such an approach is referred to@guency hopping. It is intuitively clear
that if each cell applies frequency hopping the F&gproaches a new level of
complexity. Thus, the issue of reducing the compateal complexity becomes critical —
and thus the promising decentralized approach destiabove is especially attractive. In
this chapter we consider a special instant of sluequency hopping systems — the
emerging IEEE 802.22 [40] standard for wirelessoegl area networking. Its goal is to
allow communications in temporarily unused TV baifcslled secondary
communications) but vacate the band if the ownehefband (called the primary user —
PU) returns. In order to ensure unimpaired operatibthe PU, a used channel has to be

sensed periodically by the 802.22 system. 802.22 dtandard features a Dynamic
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Frequency Hopping mode [7, 8, 40, 43] where a cat hop over a set of channels. In
this mode the channel to hop to is always sensqzhnallel to the data payload
transmission on the current channel, enabling nendgtive communications. Although
the hopping frequency is rather slow (in the ordéseconds), there are evidently tough
requirements on the computational complexity offilegjuency assignment algorithms.
On the other hand we believe that such optimizatsofeasible — in contrary to systems
with much faster hopping.

The remaining chapter is structured as followsSkcttion 5.2 we discuss related
work regarding approaches for frequency hoppindgsétion 5.3 we present our system
model and formulate the problem statement. In $&ch.4 we present a precise
centralized optimization approach to be used asregice for comparison, and introduce a
candidate decentralized approach. Then, in Se&ibnve investigate the performance of
the distributed approach. Finally, we conclude thapter in Section 5.6 by discussion of

options for improvement of the distributed approach

5.2 Related Work

The issue of “static” graph coloring for channes@gment is well documented in
literature and it has been frequently applied thutar network planning. Standard
references for this can be found in [54, 50]; foora in-depth studies, an excellent web
page on the topic is maintained by Eisenbl attet Koster [49].

Frequency hopping has drawn significant researtdnéon in the context of

GSM cellular systems, Bluetooth and WLAN (amongearg). In GSM, frequency
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hopping is an optional mode to mitigate fast fadargl co-channel interference. Once
every TDMA frame (which has a duration of 4.17 na#conds the transmit frequency for
each terminal is changed according to a pre-spatifiopping sequence. The impact of
this hopping sequence (also referred to as Mobllecation List — MAL) design in
studied in [47]. The authors propose a scheme wharerates frequency lists assuming
the knowledge about the frequency lists of neiglgpri.e. interfering, base stations such
that interference between the neighboring (hoppa@dls is within some specified
constraint. Further work on the assignment of frexgey lists in GSM systems can be
found in [53]. In contrast, [51] investigates dynanfrequency hopping in GSM and
compares it to random hopping. The frequency hogiattern of a mobile is adapted
based on measurements made at the base statiaghentbbile. The recalculation is
done after every TDMA frame. The chapter studiegesal degrees of dynamic
adaptations if the currently used frequency listad satisfactory. However, the chapter
does not consider a jointly performed frequencydissignment over several cells.
Frequency hopping is also applied in Bluetooth syst for similar reasons (i.e.
mitigating interference and fading). Hopping is fsemed about every 0.5 millisecond
and Bluetooth cells choose from several pre-spedifiopping sequences. However, the
Bluetooth Special Interest Group (SIG) worked ontAdaptive Frequency Hopping
(AFH) method for second generation Bluetooth desitteeimprove the interoperability
between Bluetooth and other systems like WLAN [55FH allows Bluetooth to adapt to
the environment by identifying fixed sources oferference and excluding them from the

frequency hopping list. This process of re-mappatgp involves reducing the number of
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channels to be used by Bluetooth. The Bluetootltdation requires a minimum set of

at least twenty channels.

5.3 System under Study and Problem Statement

5.3.1 Single Cell (Hopping) Operation

A secondary cell operates on one (at a time) aabjtchannel out of N available
ones. The maximum time period a secondary cellingarfere with a primary user is
given by T, . ; consequently, the operating channel must be ealat least after each

Tmaxperiod (in order to be sensed and re-validatedjteNhat there are additional delays
to be considered here, like the time needed fossenthe new candidate operating

channel T,.), and the time needed for switching the operatthgnnel of the cell

(Tawicn)- We assumd _, to be a multiple integer oT .+ T, @nd since

sense S

Teense™ Tonien WE do not consider switching times in our investigns (T, = 0)-

sense S
The BS can select from two basic modes of operafidre non-hopping (“listen
before talk”) mode uses static channel assignmérgre/the data communication is

periodically interrupted (every,

max

) in order to perform sensing on that channel. The

FAP in this case can be solved by applying e.g. ohthe several existing graph coloring
algorithms based on either global or local knowledgence, following either a

centralized or decentralized approach).
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In the hopping mode [7, 8, 40] the BS switches tledl to a new channel with
periodicity of T, seconds, even if its current channel is not usgd PU. The potential
new working channel is previously sensed in patatidhe data communications on the
current channel. Hence, in the hopping mode tha datmmunication is interrupted only

by a time span ofl

switch ?

which we assume to be marginal. If no new chansé&und to

be available (due to PU or CR system activity), base station switches to the non-
hopping mode and immediately schedules a sensingge order to check the current

working channel for PU activity.

5.3.2 Cellular Operation

We consider a (large) area where a se¥dlistinct CR cells are located.
Depending on the distance between CPEs and BSsvefal cells, it is possible that cells
interfere with each other when operating on the samannel. We model this in form of

an interference topology gragh= (V, E)whereV ={v,,...,v, } represents the set of CR
cellsand(i, j))JE (i, ) if v,andv, are within each other’s interference range (thbs, t
CR cellsv; andv; cannot operate on the same channel at the saneg.tiMe assume that

cells have means to discover the interferenceiggiahips within their neighborhood
through the exchange of control messages.
The presence of primary users is assumed to b statvell as the structure of

the interference graph. Furthermore, we assumefthd®U appears, it affects all CR
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cells in the network.Dynamically appearing and disappearing PUs as aebnly

locally visible PUs are subject to future work.

5.3.3 Problem Statement

Clearly, the hopping approach has the potentiaupport (almost) continuous
service provision and thus the QoS needed for tiead-applications. Additionally, the

achievable throughput is much higher in the hoppmape (5% in 802.22 witlT, ,=2 s

andT_ = 0.1s). However, a network operating in hopping modguiees a larger

sense
amount of channels compared to the case where eathperates in non-hopping mode.
The channel usage is an important metric due torgasons. The smaller the number of
channels a CR network requires, the lower is th@bpbility that a CR cell is operating on
a channel which is reclaimed by a PU.

In addition, the smaller the number of required ihels, the more CR cells can
operate on the same set of channels. Therefothjsrchapter, we investigate the
difference in terms of channel usage between ngmphrg and hopping modes, i.e. the
consequences of frequency hopping for the frequerssygnment problem.

In particular, we compare two different approachms with central and one
distributed channel assignment. In the central apph a single node in the network has

global knowledge and can compute the optimal freapyehopping assignments for all

*In 802.22 the main class of PUs is TV broadcastenich have a much larger interference range
compared to 802.22 cells. Additionally, they haveather static behavior which does not change fesqly
over time.
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cells. In the distributed approach each cell deside its own about the next frequency to

be used only depending on the currently used fraqgies of its neighbors.

5.4 Generation of Hopping Sequences

5.4.1 Centralized Approach

In the hopping mode, the central entity needs toegate a channel assignment
sequence per cell consisting of a set of channatsaaschedule when to switch and to
which channel. In case of global knowledge, we sgidghe following generation of

hopping sequences. Initially, the central node catap the chromatic numbe‘rG5 and

the corresponding channel assignments of the nétyadithe graphG) solving the LP in

Equations (1-4)

min >y, (1)

OcC

st. > x,=1 OvOv (2)

OcC

X, T X <1 OcOCLO(vwWOE (3)

Cc,\v

Yo 2 X, O(c,v) O CxV 4)

® The chromatic number of a grajghis the minimum number of colors required to complg assign each
node a color while ensuring non-interference ofgiioring nodes.

® Note that the problem can also be approximatetidyristics. However, for our investigations we aywa
used the system optimum.
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where X, , is a binary assignment variable of cotwand nodev, constraint (2)

assures that each node is assigned a color, aratreomt (3) assures that neighboring

nodes do not get the same color. Note tlgais an indication variable denoting the usage

of colorcin the network at all (constraint 4). The netwaskrepresented by its
interference grapts = (V, E) as introduced in Section 5.3.2.is the set of colors
(channels) available.

Next, the central entity generates a fixed hopmeguence for each cell. The
hopping sequence is generated based on the inhiehnel indices:

Firstly, all cells with channel index one switch g, + 1 simultaneously. After

TeenseT T

sense switch !

the cells with channel index two then switch ttamnel index one etc.,

resulting in periodic channel hopping sequencesfbcells. Note that there should be
enough time for the cells to perform data commuti@as, sensing, and channel

switching, i.e., the following condition should ftbl

Toax (Tense ™ Towien) 2 Xo (5)

otherwise multiple cells need to hop at the sameetivhich would require
additional channels (as well as a more careful domtion schemé)

The total number of channels required to operagertétwork is exactlyy, + 1
[7] due to the fact that hopping times are shifteduch that no two neighboring cells hop

at the same time. This is a lower bound of a hogpietwork regarding its frequency

requirement. However, notice that it is based onrgg assumptions. The central entity

" In this work, we consider only graph instances vehthis condition holds.
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has to collect the information regarding the contplimterference graph, then it has to
solve the above frequency assignment problem atauveéirds it has to reliably distribute
the hopping assignments to all cells. We consities approach mainly for comparison

reasons in the following rather than proposingit practical usage.

5.4.2 Decentralized Approach

Because of scalability reasons, the above cenedlapproach is probably not
applicable to larger network sizes. Therefore, \weiaterested in generating the hopping
sequences in a distributed way based on local m&dron only and quantifying the
performance of this scheme.

As a basis, we took the Distributed Largest-Filgioasithm (DLF) [52] originally
designed to solve static FAPs. This approach iskmito perform near to optimal for
static FAPs in practical problem instances. We riediDLF to handle the problem of
generating the hopping sequences with the expectabi also perform well for this case.

The basic idea of DLF is the following. After diseering their cell neighbors,
each node of the graph (i.e. each cell) collectenimation about the node degree (number
of neighboring nodes) of its neighbors. The cdflisrt choose their working channels in
descending order of that node degree, i.e. thevadti the highest node degree selects its
channel first. For equal node degrees a random raunstused for tie breaking. A cell
always chooses the lowest channel available andlgiges its choice within the

neighborhood. This method ensures that no two rieaghg cells can get the same
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channel (as only one channel is chosen in a tirdgucial assumption for this approach
is obviously that cells can communicate with eatheo.

Now consider the case of frequency hopping. We rfyoitie DLF approach,
referring to it as decentralized hopping approaddHA. Each cell performs the
following steps:

First, it initializes its neighbor list as describér the DLF. Then, all cells
perform the priority selection procedure of DLFgthells with the highest priority within
their neighborhood choose a working channel (thvedst channel index available),
communicate their choice to their neighbors, aradtaising the channel. After this initial
choice all cells with the second highest prioritg @llowed to choose their operating
channel and so on. Up to this point, the channielcaltion is identical to that of the DLF

+T between the

ense switch

algorithm. Note, however, that there is alwaysradishift of T

channel selections of two neighboring cells.

After using a channel foll, , seconds, a cell vacates the currently used channel
and hops to the next available one with the lowasinnel index. Note that the initial
hopping order between the cells remains unchange.is due to the fact that all cells
use their channel for the same amount of tifig,() and due to the property of DLF that
no two neighboring cells select their channelshat $ame time.

Although the order of the channel selection is pdit among the cells, it might
happen that — depending on the choice of all ottedis — the selection of the channels

themselves results in a non-periodic channel hoppeguence. This effect is due to the
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“dynamic” choice of the next operating channel vehslystem operation, and is a major

difference to the centralized approach.

5.5 Performance Evaluation

In this section we compare the number of channekgun case of the non-
hopping and the hopping mode. For both cases wepeoentwo approaches a central and
a distributed one, as introduced above. As previooentioned, the central approach

should be regarded as a comparison case ratheretharpractical approach.

5.5.1 Methodology

We randomly generated interference topology graystieinces using Culbersohn’s
graph generator [48] on a 1 by 1 unit plane, witle number of nodes varying between N
=10 and 40. The nodes are connected (i.e. the eed# interfering) if their euclidian
distance is smaller than or equal to d, where weyvhis distance between d = 0.35 and
0.5.

We have generated 60 random graph topologies fcin eathose (N, d) pairs. In

accordance to 802.22 we chosg,, = 2 s andT_,..= 0.5. In case of the centralized

approach, we transform the graphs into linear paogg and compute the chromatic
number using CPLEX [45].

In case of the DHA we have implemented a simulat@perform the channel
selections for each cell. The simulation time ist®el50 s. We observe the total number

of channels each graph instances requires over. fline maximum number of channels
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required over time is taken as performance meticglach graph. Afterwards, we average
that number for both the central and distributegraach over the (N, d)-graphs, for each

(N, d) pair.

5.5.2 Results

First, we present the results for frequency requieat for the non-hopping mode,
i.e., the traditional frequency assignment problé&fterwards, we study the same metric
for the hopping mode, comparing the LP solutioriite DHA algorithm, and show that
the performance difference between the centralamediDHA approach increases
significantly. In Figure 5-1 we present results faio different interference distances (d =
0.35and d = 0.5). The key issue to observe frogue 5-1 is that for the non-hopping
mode, i.e. for traditional graph coloring, the pmrhance difference between the
centralized and decentralized approach (DLF) rasineall. This is in accordance with
previous publications and holds for a wide set cdghs. Hence, for the non-hopping
mode the decentralized approach is much more pabferdue to its easy and operation

without overhead.
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Figure 5-1 Average number of channels requiredriterference-free assignment for

the non-hopping mode (We show the average resoitthe centralized and decentralized

approach for a varying number of nodes per graphvim different interference ranges d
=0.35and d=0.5))

In Figure 5-2 we show the number of channels reegliior operating the hopping
network in the central or distributed fashion delsed above. Comparing Figure 5-1 and
Figure 5-2 we observe that for both — centralized decentralized — algorithms, the
hopping mode requires more channels. Whereas tfereince between the central

hopping and non-hopping approach is rather smgll ¢1 compared ta. ), the

difference between the DHA and DLF is much largerdther words, the cost of
operating the network by the decentralized appraachuch higher for the hopping
mode). The DHA uses a lot more channels than tmgreé(optimal) hopping approach
and also has a very high variance. This is rathepgsing seeing the good results

achieved by the DLF for the non-hopping mode.
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Figure 5-2 Average number of channels requiredriterference-free assignment in
case of the hopping mode (We show the average tefarthe centralized and
decentralized approach for a varying number of rsqoler graph for two different
interference ranges d =0.35and d =0.5.)
This performance difference is further investigaireéigure 5-3. Here we present
the probability density function (PDF) of the nunitzé required channels to operate a
network with |V | = 40 cells in hopping mode forgleentralized hopping and the DHA.
The graphs show the probability that the networkwqaes a certain number of channels
for many different graph instances. We can seeithhbth figures, i.e. for low and for
high cell densities, the variance of the numbeclo&nnels used is much smaller in the
centralized approach (chromatic number). Figure(8)3hows that for d = 0.35 the PDFs
do not have strong overlaps and show a clear veduéhe expected number of required
channels for the DHA. In contrast, Figure 5-3 (bpsvs that for a high cell density the

DHA has no single center of mass but is subjedtrto “centers of mass” — one close to

the average of the centralized approach and onle aviuch larger number of channels.
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We noticed that this behavior occurs also for seratlell numbers, i.e. |V | = 20, 30 with
high cell density.

To investigate this behavior further, we show ti@acnel usage over time of the
DHA for 4 different (selected) graph instances igiie 5-4. It can be seen that some
have a constant channel usage, which does not ehavey time while others have a
strongly varying channel usage for the observedtspan. We notice that the constant
channel usage corresponds usually to an optimaliaador these instances the DHA can

achieve the optimal channel usagg§(+1). These instances are responsible for the first

“center of mass” overlapping with the centralizggpeoach in Figure 5-3 (a) and Figure

5-3 (b).
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Figure 5-3 PDF of the channel requirement for tkeatcalized (chromatic number)
and decentralized (DHA) approaches in the hoppirglen
Why are there more such “favorable” (i.e. optimatiwrespect to channel usage)

instances for a high cell density (i.e. in Figur&§b)) than for low cell densities (i.e. in
Figure 5-3 (a))? The reason for this is relatedte amount of neighborhood information
available at each node. In a complete graph (algrapere each node is connected with
every other one), the DHA would always perform opail since all nodes have “global”
knowledge of the graph. Likewise, in a graph wheazh node has no connection at alll,
the DHA also performs optimal. For graphs in betwdleese two extreme cases, the
performance of the DHA varies; with a tendency &rform better the more nodes are
connected with each other (i.e. the more knowletihgenodes have). In order to support
this claim we calculated the normalized averageendegree for each graph, which is the
average node degree of a graph divided by the nummbeodes present in the graph. This

can be seen as a metric for the connectivity,the.amount of nodes of the graph that are
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directly connected. All graph instances are thertexsband aggregated into bins based on

the normalized average node degree.
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Figure 5-4 Number of channels required over time4alifferent graph instances
with |V | =40 and d =0.5.

Next, we calculate the normalized difference to dpéimum of each graph, which
is the number of channels needed by DHA minus thignoum number of channels
normalized to the optimum. We average this nornedidifference to the optimum for all
graphs within each bins of the normalized averageendegree and plot the result in
Figure 5-5. The figure also shows the percentagéasforable” graph instances among
each bin. We observe that the average differend¢bdmptimum first increases (for the
first three bins 0.25, 0.35, 0.45) and decreasesgtiiter. From bin 0.45 on the average

difference to the optimum decreases.
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Figure 5-5 Percentage of Optimal Graph InstancesAarerage Difference to

the Optimum over the Normalized Average Node Degree

An opposite behavior is observed for the percentagéavorable” graphs within

the bins. Now consider the knowledge among the lgsdp each bin in comparison to the

global one. Starting from a light density and inaseng it, the knowledge first becomes

more and more different (leading to a less amodrideorable graphs among the bins).

However, after the minimum at 0.45 more and morapdrinstances become

favorable again indicating that local knowledgereasingly equals global one again.

Finally, we admit that there might also be strueiireasons within the graphs

determining a favorable or non-favorable graphanse.

5.6

Conclusions

We have discussed the impact of frequency hoppimthe required number of

channels for cellular networks motivated by thereut activities in the 802.22 working
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group. We have introduced the decentralized hoppproach (DHA), which supports
frequency hopping for 802.22-like cellular networkshas been shown that, unlike in
non-hopping mode, this decentralized hopping apghnqeerforms much worse than the
centralized one in terms of the number of requicednnels. This is important as the total
number of required channels determines the poteimigact of cognitive radio (i.e.
secondary) interference on primary users. The eéim&gd hopping algorithm, however,
needs only a moderate increase of required chammoahpared to the non-hopping
centralized one. We have shown that the performaftiee DHA depends on the
connectivity of a graph. The higher the connectiiitormalized average node degree)
the better is the performance of the DHA in compan the optimum (on average).
Nevertheless, there are favorable graph instarmesltiich the DHA performs particular
well.

We suggest three issues for future work. For omemains to investigate the
favorable structure of the graphs leading to a foesquency usage by the DHA. In
particular, the question arises if practical ingt@s have this characteristic or not. Second,
we are interested in investigating the impact ofr@ry user dynamics on the
performance results of the centralized and decéné@ approach. Finally, our
preliminary results motivate the introduction ofogmeration between hopping cells
(forming for example communities): We will studydlperformance impact when each
such community has regional information about itsnity and the corresponding

overhead required to keep this information up tteda
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6 Inter-Network Spectrum Sharing and

Communications

6.1 Introduction

In this chapter, we address the design challenféster-Network Spectrum
Sharing and Inter-Network Communications for Dynar@pectrum Access Networks,
using the IEEE 802.22 WRAN as the system model.

In a typical deployment scenario, multiple WRAN Ilsgleach of which consists of
a base station (BS) and the associated customaripeeequipments (CPE) and could
have a large communication range of up to 100kmy wyerate in the same vicinity
while coexisting with DTV and Part 74 devices. Irder to effectively avoid harmful
interference to these licensed incumbents, thesehannels that are allowed for a
WRAN cell to operate could be quite limited. Foraample in Figure 6-1, residing within
the protection contours of DTV and wireless micropks, both WRAN1 and WRAN3
are only allowed to operate on channel A, while WIRAmay occupy either channel A
or B, assuming that in total only 3 channels (chelni, B and C) are available. If
WRAN1 and WRANS3 (or WRAN1 and WRANZ2) attempt to ff@m data transmission
on channel A simultaneously, mutual interferencenaen these collocated WRAN cells
could degrade the system performance significartlhough avoiding harmful
interference to licensed incumbents is the primecawn in the system design, another

key design challenge to cognitive radio based WRgyHtems, with the scenario
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illustrated above in mind, is how to dynamicallysshk the scare spectrum among the
collocated WRAN cells so that performance degramgtdue to mutual co-channel
interference, is effectively mitigated. Moreovdisiimportant that the inter-network
spectrum sharing scheme should be developed toteaiefficient spectrum usage,
accommodate a large scale of networks with varionexistence scenarios, and provide

fairness in spectrum access among the coexistindAWRells.

Channel C

Channel C

A

— & o
owe S
WRAN Channel Set L 0‘\
WRAN1 ChA

WRAN2 ChA B

WRAN3 Ch A DTV Station

Figure 6-1 A Typical Deployment Scenario Where Nipik WRAN Cells are
Coexisting with Digital TV and Wireless Microphor&ervices

To that end, we describe in this chapter a distiélol) cooperative, and real-time
spectrum sharing protocol called On-Demand Spect@amtention (ODSC) [8, 11] that

has been proposed to IEEE 802.22. The basic meshmof ODSC is as follows: on an
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on-demand basis, base stations of the coexisting\WRells contend for the shared
spectrum by exchanging and comparing randomly geedrspectrum access priority
numbers via MAC layer messaging on an independetbessible inter-network
communication channel. The contention decisionsaade by the coexisting network

cells in a distributed way. Only the winner cellhiweh possesses a higher spectrum access
priority compared to those of the other contendaags (the losers), can occupy the

shared spectrum.

Apparently, the effectiveness of the ODSC prota@dies on the availability of an
efficient and reliable inter-network communicati@mannel for the interactive MAC
message exchanges among network cells. In faetgldition to supporting cooperative
spectrum sharing protocols such as ODSC, reliaftlerinetwork communication channel
is also indispensable to other inter-network coonadied functions for 802.22 WRAN and,
in general, other types of cognitive radio basetivoeks (e.g. inter-network
synchronization of quiet periods for spectrum sagsand coordinated frequency
hopping [7, 8, 40]). As the second contributiontims chapter, we introduce a beacon-
based inter-network communication protocol calleshBon Period Framing (BPF)
Protocol that realizes a reliable, efficient, amdlsible inter-network communication
channel reusing the RF channels occupied by theorétcells.

The remainder of the chapter is organized as foflolw Section 6.2 we describe
the details of the ODSC protocol. Section 6.3 pres¢he concepts of BPF Protocol.
Performance analyses and discussion are givendtid®e6.4. Section 6.5 proposes

future work and concludes the chapter.
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6.2 On Demand Spectrum Contention Protocol

6.2.1 Overview

ODSC is a coexistence protocol that employs intevadMAC messaging on the
inter-network communication channel to provide @#nt, scalable, and fair inter-
network spectrum sharing among the coexisting WRzZeNs. To achieve these design
goals, ODSC allows the coexisting WRAN cells to quete for the shared spectrum by
exchanging and comparing randomly generated coteaccess priority numbers
carried in the MAC messages. Such spectrum corgrrgrocess is iteratively driven by
spectrum contention demands (i.e. intra-cell dersdondadditional spectrum resources
to support data services, and inter-cell demandsesting for spectrum acquisitions).
The contention decisions are made by the coexistatgvork cells in a distributed way,
which allows an arbitrary number of cells to condefor the shared spectrum in their
proximities without relying on a central arbitendtead of behaving selfishly, the
competing cells cooperated with one another to@ahthe goals of fair spectrum sharing

and efficient spectrum utilization.

6.2.2 ODSC Procedure

Before initiating MAC layer messaging of the ODS&jwcol, a WRAN cell that
is demanding additional spectrum resource firsi@ates and selects a channel on which
no incumbent is detected. The cell then verifieth# selected channel can be shared,

employing the transmit power control (TPC) techraqwith all other co-channel
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communication systems without causing any mutuladlymful interference. If it is

feasible, the WRAN cell schedules its data transiois on the selected channels with

appropriate TPC settings. Otherwise, ODSC messagkwes place allowing cooperative

spectrum contention among WRAN cells to share #rget channel in a time-sharing

manner.

SRC
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Channel
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Figure 6-2 Basic ODSC Mess
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Figure 6-2 depicts the basic MAC messaging flowtted ODSC protocol between

two WRAN cells that are within interference rangieeach other (i.e. within “one-hop”).

We assume that the MAC messages are deliveredlnystty designed coexistence

beacons such that the MAC messages can be recbivatl coexisting cell within the

one-hop distance.
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Firstly, a spectrum-demanding WRAN cell, referrecas ODSC source (SRC)
captures the ODSC announcement messages (ODSC_Addilarly broadcasted by a
spectrum occupier WRAN cell, referred to as the @D&estination (DST).

If SRC receives ODSC_ANN messages from multiple BSTrandomly selects
one of them. SRC then sends an ODSC request meg8ayfeC REQ), including a
spectrum access priority number (SAPN), which fsxad-point number uniformly
selected from [0, #-1], to the selected DST.

Each DST maintains an ODSC request window so adltav multiple SRCs to
submit ODSC_REQ messages at different time instamgthout losing the fair chance to
participate in the contention process.

At the end of an ODSC request window, if any ODSEQis received, DST
randomly generates its own SAPN and compares h #ie smallest SAPN carried in the
received ODSC_REQ messages.

If the DST's SAPN is smaller (i.e. possesses highraority), DST sends each
SRC an ODSC_RSP message indicating a contentituréaiOtherwise, the SRC with
the smallest SAPN will receive an ODSC_RSP messdtean indication of contention
success, and all the other SRC will be informedatention failure.

Upon receiving a success notice, the winner SR@thcasts an ODSC_ACK

message indicating the time, ., at which it intends acquire the channel from the

cq’
selected DST.
All DSTs that are on the same channel as the omegosontended for and are

within a one-hop distance of the winner SRC resptm@DSC_ACK message by
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scheduling a channel release to occul gt and broadcasts an ODSC_REL message to

the neighborhood. The ODSC_REL message containsrnrdtion about the channel to

release, the channel release time (sek tp), and the ID of the winner SRC that will

acquire the channel.

If ODSC_ACK messages are received from multiple SR€fore the channel is

released, a DST selects the earli€gf, specified in the received ODSC_ACK message

as the channel release time. This avoids collisibaetween the neighboring DST and
SRC when their channel switching times do not agree
All SRCs that capture the ODSC_REL message wilbashedule channel

acquisitions aff,, as long as it is determined from the ODSC_REL naggsthat the 1-

hop DST is releasing the channel to either itselfaa winner SRC that is multiple hops

away. On the other hand, if multiple ODSC_REL wittfferent T, are received before
the channel switching, the earliegf,, is taken for channel acquisition.

In a large scale network, it is likely that multggDSTs and multiple SRCs
coexist. As the contention processes are fully mnménd independent, different SRCs
could select their own DSTs to contend for the sapectrum resource and the
contentions outcomes (i.e. winners of the contantiad channel acquisition/release
times) could be in conflict. The ODSC message fld@scribed above is designed to
coordinate the discrepancies between the confjotiontention decisions in order to
ensure the stability of the coexistence behavioid avoid loss of spectrum efficiency

across the networks.
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6.3 Beacon Period Framing Protocol

In this section we introduce the Beacon Period Rrey{BPF) Protocol that
enables reliable, efficient and scalable inter-ratwcommunications in support of inter-

network coordination functions, such as the ODSGQt@col and coordinated DFH.

6.3.1 Super-frame and Frame Structure

As depicted in Figure 6-3, the BPF Protocol adapessuper-frame and frame
structure proposed in IEEE 802.22 without loss ehgrality. All channels are partitioned
in time into synchronized super-frames, each ofahttonsists of 16 frames with fixed
frame size. Each frame is further divided into at®@ransmission Period and an optional
fixed size Beacon Period (BP), which allows coexigtVRAN cells to exchange
coexistence beacons for inter-network communicatiémline with 802.22, we assume
that each BP allows one beacon to be transmitted that a network cell is only allowed

to transmit coexistence beacons in BPs on its dpegahannel.
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Figure 6-3 Super-frame and Frame Structures onillelChannels

Although BPs can be accessed using contention basethanisms such as
Carrier Sense Multiple Access (CSMA) [63, 64] or BHA [62], these mechanisms
cause coexistence beacons to be transmitted irdeterministic instances that are
unknown to the other coexisting cells. This nonatetinistic characteristic renders
unpredictable (potentially long) delay and very lbandwidth efficiency for inter-
network communications. For example, the allocdtaddwidth is wasted if no inter-cell
communication can be successfully conducted dusiii.

To order to mitigate the non-deterministic issueohtention-based beacon
transmission, each network cell can periodicallsenee on the operating channel a BP
for exclusive beacon transmission. Although thisemation-based approach improves
the system performance and bandwidth efficiencgtatic coexistence environments, it

still suffers from performance limitations when tbeexistence scenarios are dynamically
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changed, due to its lack of flexibility and scalbtyi The BPF Protocol, as introduced in
the following, provides an efficient, flexible, arsd¢alable method for reliable inter-

network communication utilizing the beacon periods.

6.3.2 Beacon Period Frame Structure

As shown in Figure 6-4, a BP Frame is a group ofBs in consecutive data
frames. The BP frame begins with an Announcemen{8BP) and ends with a BP
preceding the A-BP of the next BP Frame. The lamatf the A-BP is designed to be
unique across a large number of continuous chanfielachieve that, we specify that an
A-BP for a particular channel always resides in A®frame with the frame index

(within a super-frame) equal to the channel numifeghe residual channel modulo 16.

||< Super-frame n >|< Super-frame n+1
Frame _,  Frame ! Frame R %Frame ) Frame ) Frame
1 2 3 16 1 2
ChA Data Data |A1 Data |R2f Data F Data J Data |A1
—— i —— T —— T . ”
BP /‘ BP BP BP Time
Announcement! Announcement
BP BP
ll( BP Frame % BP Frame ——

Figure 6-4 Beacon Period Frame Structure

Similar to a regular data frame in a TDMA systenBR Frame consists of a

MAP (the payloads’ scheduling information) and fhegyloads, which are the 16 BPs in
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the BP Frame. The MAP of a BP Frame is carried iy announcement beacon
transmitted in the A-BP. As an example, Figure 6hbws the BP Frame structure for a
coexistence scenario where cell 1 and cell 2 residehannel A. The A-BP, which is
reserved by cell 1 and labeled as “Al”, is theffiBf in the BP Frame. As specified in
the MAP, the second BP is reserved for cell2 (l&oehs “R2"). The other unassigned
BPs are set to be Free-to-use (labeled as “F”) pktm the last BP is reserved for

“Joining” (allowing a new cell to participate inansmission on the channel).

6.3.3 Types of BP Assignment

1) Announcement BP (A-BP)
The A-BP is always at the beginning of a BP Frame & reserved by a network
cell, behaving as the channel coordinator, fortila@msmission of the announcement

beacon.

2) Reservation BP (R-BP)

An R-BP is reserved for a network cell, say celtixat resides on the operating
channel to perform contention-free beacon transimis©Other network cells that intend
to receive a beacon packet from cell x can tunth®operating channel of cell x during

X's R-BP by referring to the MAP.
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3) Free-to-use BP (F-BP)

An F-BP can be used in many ways by all networksetdside on the operating
channel: either for data transmission, or for beattansmission (using contention based

method) or receptions, or for any other system rteiance purposes.

4) Joining BP (J-BP)
The J-BP is used for an off-channel or new netwoek to join the BP Frame so

as to participate in communication on the operatthgnnel.

6.3.4 Inter-Network Communications using BP Framing

For two network cells, cell A and cell B that arperating on channel Ch(A) and

Ch(B) respectively, the inter-cell communicatiomdae performed as follows:

1) Cell A to receive beacon packets from cell B
= Tune to the operating channel of Cell B — Ch(B)ridg the A-BP of Ch(B);
» Receive and decode the BP Frame’s MAP of Ch(B)
» |dentify the R-BP of Cell B — R-BP(B);
= |If R-BP(B) exists, receive beacon packets from @etit R-BP(B);

= Else, try to receive beacon packets from Cell Bidgthe F-BP on Ch(B);

2) Cell A to transmit beacon packets to cell B
» |fa R-BPisrequired for the beacon transmissi@serve one — R-BP(A);

=  Transmit the MAP of the BP frame of Ch(A), duriniget A-BP of Ch(A);
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= If R-BP(A) is available, transmit the beacon pac#lating R-BP(A);

= Else, transmit the beacon packet during a F-BP b(AQL

6.3.5 Channel Coordinator and Channel Members

To order to facilitate efficient, flexible and seddle management of inter-network
communications, one of the network cells communigabn the operating channel
behaves as the channel coordinator and is resplerfeiba number of coordination tasks,
which include transmitting announcement beaconsjagang channel membership
(joining of new members and leaving of old membeas)d scheduling of beacon periods
for all channel members by generating the MAP. Byallt, the network cell that
occupies the channel first becomes the channeldionator. All the other co-channel
network cells behave as the channel members aftaressfully registered with the
channel coordinator through the Joining processhaAnnel member can request for BP

reservation and shall follow the schedule in the M&kansmitted by the coordinator.

6.3.6 Flexible and Scalable Scheduling of Beacon Periods

As there are 16 BPs available in a BP Frame, upg@@o-channel network cells
can be simultaneously accommodated for determaister-network communications
through BP reservations and, when some of the BEslaared using contention based
access, more than 16 cells can be allowed to conicateon a channel. The assignment
of BPs and scheduling of network cells to commutecan BPs are flexibly managed by

the channel coordinator. Note that the coexisteseanario could be dynamically
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changed over time due to, for example, channelawing or mobility of the network

cells. BPF Protocol allows the scheduling of BP$&adapted to the current coexistence
scenario optimizing scalability, performance, arahwidth efficiency for inter-network
communications. For example, when the number oflcannel network cells is small,
each cell can be allocated more R-BPs so thatntlea/e more control to manage the
inter-network communications. On the other handewkhe number of co-channel
network cells increases, each cell is allocated RBPs so as to accommodate more

channel members.

6.4 Performance Evaluation and Discussion

To evaluate the performance of ODSC and BPF Prdspem NS2 [56] model has
been developed for IEEE 802.22 implementing theseprotocols for inter-network
spectrum sharing and communications.

In our simulations, multiple WRAN cells, synchroei to a common time source,
coexist in the same vicinity sharing a SINGLE chahnWe configure each superframe
to contain 16 frames. The sizes of the frame aBR are 10ms and 2ms respectively.
Each round of simulation runs for 10,000 seconds.

In order to verify the feasibility of these protdepwe conduct simulations for
three basic types of coexistence scenarios modslembntention graphs (in which
vertices denote the WRAN cells and edges conneaténtices represent the mutual

interference between the cells):
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a. Complete Graph scenario - every pair of verticesaanected by an edge;
b. Cycle Graph scenario - vertices are connecteddlosed chain;
c. Wheel Graph scenario - a center vertex is connetdedl other vertices that
form a cycle.
For each type of scenarios, as shown in Figure &ébyary the number of
coexisting cells (up to 7 cells) to evaluate thefpemance scalability of the proposed

protocols.

(a) (b) (c)

Figure 6-5 Types of Coexistence Scenarios

Table 6-1 shows the simulation results that meatwechannel occupancy (i.e.
ratio of channel occupation time to the total ogera time) of each coexisting WRAN
cell applying the ODSC protocol in three types oésarios. The optimal occupancy as
shown in the table is obtained by applying the Maxa fairness scheduling criterion [57]

for each scenario.
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No. of Cells| Cell 1 Cell 2 Cell 3 Cell 4 Cell 5 |Optimal
2 0.500884 | 0.494989 1/2
3 0.331630 | 0.329914 | 0.335365 1/3
4 0.248409 | 0.251128 | 0.251106 | 0.246233 1/4
5 0.202269 | 0.193133 | 0.203893 | 0.198870 | 0.198137 | 1/5
(a) Complete Graph Scenarios
No. of Cells| Cell 1 Cell 2 Cell 3 Cell 4 Cell 5 Cell6 Cell 7 |Optimal
3 0.331630 | 0.329914 | 0.335365 1/3
4 0.501248 | 0.495934 | 0.495934 | 0.500581 172
5 0.420031 | 0.284119 | 0.419748 | 0.416048 | 0.4197 2/5
6 0.497953 | 0.498706 | 0.497822 | 0.498873 | 0.497619 | 0.4989 172
7 0.430724 | 0.448526 | 0.428689 | 0.436894 | 0.439151 | 0.432226 | 0.348478 | 3/7
(b) Cycle Graph Scenarios
No. of Cells| Cell 1 Cell 2 Cell 3 Cell 4 Cell 5 Cell6 Cell7 | Optimal
4 0.248409 | 0.251128 | 0.251106 | 0.246233 114
5 0.334881 | 0.333089 | 0.32877 | 0.334587 | 0.327745 113
6 0.283983 | 0.277948 | 0.305698 | 0.278366 | 0.283266 | 0.278926 217
7 0.324517 1 0.335407 | 0.336619 | 0.330762 | 0.330051 | 0.329977 | 0.331971 | 1/3
(c) Wheel Graph Scenarios
Table 6-1 Channel Occupancies of Coexisting WRANICia Three Types of

Based on the data collected in Table 6-1, we ghetglobal (Jain’s) fairness index

Coexistence Scenarios

[58] of the coexisting WRAN cells as depicted irgkre 6-6. It shows that the ODSC

protocol effectively enable WRAN cells to achievelased-to-optimal global fairness

performance in all three types of coexisting scasawithout sacrificing bandwidth
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utilization. Moreover, the fairness performancelssavery well with an increasing

number of coexisting cells for a variety of sceaxi
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Figure 6-6 Fairness of ODSC in Differenct Coexisterscenarios

Another import performance metric to evaluate aeimetwork spectrum sharing
mechanism is the time that the coexisting netwdak® to converge to the equilibrium of
spectrum sharing activities. Figure 6-7 illustraties convergence time of all the
coexistence scenarios employing the ODSC prototibtimg the inter-network
communication channel enabled by the BPF protdtakan be observed from Figure 6-7
that the complexity of the contention graph of &gistence scenario determines the

convergence time of spectrum sharing. Althougheased number of coexisting cells
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would in general increase the network convergenue tthe type of contention graph of
a scenario impacts the convergence performancéfisgntly. As an example, the wheel
graph scenario with 6 cells, which has an imperfawttention graph, requires almost
2000s to reach the equilibrium, while the wheelmracenario with 7 cells takes about
1100s to converge. This is due to the imperfecbtogy of the contention graph that

requires longer convergence delay to resolve matenisive inter-network contention

conflicts.
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Figure 6-7 Convergence Time of ODSC in Differente@estence Scenarios
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6.5 Conclusion

In this chapter, the design challenges of interarmek spectrum sharing and
communications for the emerging cognitive radiodzh#EEE 802.22 networks are
addressed. We present the On Demand Spectrum Gartgmotocol that enable the
coexisting network cells to compete for the scaspectrum by exchanging and
comparing randomly generated contention accessifyrimumbers in an on-demand,
distributed, and cooperative manner. In order tppsrt inter-network coordination
functions such as ODSC in 802.22 and other cogeitadio systems, we describe in
detail the Beacon Period Framing protocol thatizs a reliable, efficient, and scalable
over-the-air inter-network communication channeloaig coexiting cells reusing their
occupied RF channels. Extensive simulations coretlioh a varity of coexistence
scenarios show that the ODSC protocol, enablechbyBPF protocol, provides closed-to-
optimal fariness, scalalibility, and spectrum eiéiacy for inter-network spectrum

sharing.
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7  Conclusion, Discussion, and Future Work

7.1 Conclusion

With the knowledge that a large amount of licenspéctrum is underutilized in
both time and frequency, the concept of dynamiacspen access (DSA) has been
proposed as a promising solution to the potenf&ctrum scarcity problem, where
unlicensed devices (the secondary uses) temporéaiyow” frequency bands from
spectrum licensees (the primary users) while asti@e time respecting the rights of the
incumbent license holders.

To meet the requirements of awareness and adapt&tidhe secondary
operations, cognitive radios have been identifisd&ey enabling technology for DSA
based wireless networks, where the operating paemésuch as frequency, power, and
modulation) of the unlicensed device can be raprelyonfigured to the changing
communication requirements and spectrum conditedriee transmission environment.
Based on software-defined radio (SDR) technologgrttive radios are able to provide
greater flexibility and access to spectrum and iayerthe spectrum utilization by seeking
and opportunistically utilizing radio resourcestime, frequency and space domains on a
real time basis.

Based on cognitive radio technology, IEEE802.28pfeing the FCC Notice of
Proposed Rulemaking (NPRM) [1] in 2004, is an enreggstandard based on the concept

of Dynamic Spectrum Access for Wireless Regionat@Networks (WRANS) operating
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on license-exempt and non-interference basis iMmidands (between 47-910 MHz). It
aims at providing alternative broadband wirelegeinet access in rural areas without
creating harmful interference to licensed TV broasting.
In this dissertation, we give comprehensive ovemg®n Dynamic Spectrum
Access Networks, Cognitive Radio Technologies, tredstate-of-the-art of emerging
IEEE 802.22 standard. In particular, we providestcontributions addressing the
following key technical challenges in the designvédium Access Control protocols for
DSA and IEEE 802.22 networks:
= Assuring the QoS satisfaction for DSA (IEEE 802.22Ywork services, while
providing reliable spectrum sensing for guarantgdicensed user protection.

= Inter-network coexistence of the DSA (IEEE 802.22)works for efficient,
fair and scalable spectrum sharing among the catkat DSA (IEEE 802.22)
networks.

= Reliable, efficient, and scalable over-the-air lketwork Communication

Channel for effective coordinated functions perfedramong the coexisting

DSA (IEEE 802.22) networks.

When operating on a single channel in the bas&téin before talk” mode, the
QoS of DSA network cells might degrade due to segsnterruptions. This can be
mitigated by Dynamic Frequency Hopping, where desasmission is performed without
interruptions in parallel with spectrum sensing.\w&ver, in a bigger cluster of cells,
frequency hopping could lead to significant probkeiino coordination scheme is

employed. Coordinated Dynamic Frequency Hopping @®ncept introducing
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coordination among cells. As shown, it leads toettér QoS and throughput behavior,
while requiring a modest amount of channels for piog.

To address the challenge of inter-network spectsiiaring and communications,
we present the On Demand Spectrum Contention pobtbat enable the coexisting
network cells to compete for the scarce spectrunexghanging and comparing randomly
generated contention access priority numbers inrademand, distributed, and
cooperative manner. In order to support inter-nekraordination functions such as
ODSC and coordinated DFH in IEEE 802.22 and otlagrative radio based DSA
systems, we describe in detail the Beacon Peri@arfing protocol that realizes a reliable,
efficient, and scalable over-the-air inter-netwoknmunication channel among
coexisting cells reusing their occupied RF channgigensive simulations conducted on
a variety of coexistence scenarios show that theSGprotocol, enabled by the BPF
protocol, provides close-to-optimal fairness, sthikty, and spectrum efficiency for

inter-network spectrum sharing.

7.2 Discussions

There are a number of interesting questions thatnarth discussing as follows.

A. Centralized vs. Distributed Spectrum Sharing

As described in chapter 2, the spectrum sharingragribe DSA networks can be

managed in three different architectures: centeajdistributed, and autonomous.
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The DARPA XG network [1] is a representative exampf the autonomous
architecture that allows opportunistic spectrumesscfor peer-to-peer ad-hoc
communications.

On the other hand, as proposed in [2], the ceideal DSA networks are
controlled and coordinated by a central entity]@lSpectrum Broker, for accessing the
spectrum. The service provider or users of theseakks obtain time bound rights from
the spectrum broker to part of the spectrum andiugeoffer the network services. The
management architecture proposed in [2], called BWMnet, assumes that a contiguous
chunk of spectrum, called coordinated access b&#®), is reserved by the regulatory
authorities such as FCC for the centralized dynaspiectrum access. For a geographical
region, the allocation of various parts of CAB talividual network operators or users is
managed by the spectrum broker, who is consideszthpnently owns the CAB. The
network operators or users submit spectrum leade tioi the spectrum broker and grain
access to the spectrum by paying a price. Withen@AB, certain fixed frequencies are
reserved as so called Spectrum Information Chanmédigch are used to deliver control
information for the spectrum access. Within thisicalized architecture, multiple
spectrum brokering servers must be redundantlyaepér region and maintain
consistent information among them in order to ers@tiable allocation of the spectrum
resources. If one of the servers fails, one ofridmaining servers will continue to satisfy
the spectrum lease and information request in &ggan. The development of a scalable
mechanism in order to minimize the overhead of rexgt and deterministic

dissemination of spectrum information has been wwred a key technical issue.
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Moreover, the overhead of the spectrum brokerirggeases as the number of network
cells in a region increase. It's unrealistic to expthe base stations in the network cells to
acquire spectrum lease from a spectrum brokerimgesdocated remotely, or if the base
stations decide to do so, the communication delay @erhead across multiple hops of a
wireless link could be quite significant. In ordeer utilize the Spectrum Information
Channels for exchanging the control information $pectrum access, both the base
stations and the client devices have to be equippéudedicated RF interfaces for
accessing these spectrum information channelseftain cases, however, it may not be
practical where the base stations and client devaze designed to be inexpensive and
simple devices that they may not support the spmetinformation channels.

The spectrum sharing mechanism proposed in thisediation is based on the
distributed management architecture that is assusgadost DSA networks employing
the method of opportunistic spectrum access. Iti@aar, the system aspects of the
IEEE 802.22 WRAN, as shown in the following, areaflamentally different from what
the centralized architecture usually assumes:

= There is no dedicated spectrum reserved by FCOtfuer regulatory

authorities) for dynamic spectrum access in thebawds.

= The spectrum brokering systems are not available.

= The access to the TV spectrum is opportunistic kzehse-exempt, and is not

based on spectrum trading.
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B. Backhaul-based vs. Over-the-air Inter-Networkh@ounications

Although the over-the-air solutions are proposethis dissertation, the Inter-
Network Communications can also be realized usirgglP-based Backhaul approach.
The major reason that the over-the-air approagraposed in this work is that we focus
our attention on the MAC layer design. The IP-babadkhaul solution involves the
operations in the higher layers, therefore is dudappe of this work. Another reason that
we propose the over-the-air solution as an intdmwoek communications alternative is
due to the following considerations on the backhiaased approach.

The first consideration is the quality of commurticas offered by the backhaul
solution. The latency and jitter are the major cemrts in this aspect. In order to connect
to the IP backbone, a base station may have tcerthe control messages through
multiple “backhaul relay radios” over the air untdaching the wired point of presence
(POP) connecting to a wired backbone that is optadito reduce latency and jitter using
such technologies as multi-protocol labeling sys{dPLS) [67]. The communication
latency and jitter, which occurs in both the wirsddink and the inside the relay radios,
accumulate when each backhaul relay is passedghtoAssuming a 10 ms delay
introduced by each hop of the wireless relay limddy the IP network, and 5 hops are
required to reach the IP backbone from both sidebe® communicating base stations, a
110 ms delay is required for the inter-network coomitations. The connection to the IP
backbone could be also realized through non-terildgtommunications, such as satellite
services. In such case, however, a permanent lgt@rtbe range of 500 ms to 1000 ms is

incurred.
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The second consideration is the availability of Heekhaul network. Although
the backhaul network is usually accessible for @A networks when they target for
providing wireless broadband access services, dt&lmul network may not be available
in the emergent public safety situations wherenb@vork infrastructures are down.
Moreover, when the DSA networks are deployed fohad based (infrastructure-less)

communications, the connection to the backhaul netvmay not be practically assumed.

C. Dedicated Radio Frequency vs. In-band Radio &eegy for Inter-

Network Communications

Another question arises for over-the-air Inter-Netlwcommunications is that,
instead of using the in-band radio frequency (tame frequency as for the system’s data
service communications) for realizing the interywmetk communications channel,
whether we can utilize a dedicated radio frequeftrya number of dedicated
frequencies) for facilitating communications amdhg coordinating DSA networks.

Unlike in the centralized spectrum sharing arcHitiee as described previously
where dedicated frequencies for exchanging specstianing information are reserved
by the spectrum owner, it would be infeasible, bleast very difficult, to maintain such
dedicated radio frequencies for inter-network comimations in the opportunistic
spectrum access environment. As the secondary ubker®SA network systems will
have to vacate the operating frequencies, includlegones allocated for inter-network
communications, whenever the licensed incumberdgira the spectrum. In such

dynamically changing radio environment, it is notaganteed that a common frequency
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can be identified to be accessible to all DSA netikveystems in a region, and the
complexity and overhead for maintaining such fremgies, if ones are identified, would

be prohibitively high.

7.3 Future Work

The techniques proposed in this dissertation prewithdamental solutions to a
number of key design challenges in the cognitivdioebased dynamic spectrum access
networks. These fundamental techniques would sasva& foundation encouraging future

research in the following aspects:

Intelligent algorithm developments for frequencyiteadpFH operations

(coordinated or non-coordinated) optimizing for thigectives of licensed

user protection, spectrum utilization, and QoS supp

= Convergence and fairness analyses, using tools Gache Theory [59],
for complex coexistence scenarios in which ODS@pplied.

= Extensions of the current work in support of mobiketworks.

= Coexistence of heterogeneous DSA networks.
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