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Application to Variable Spindle
Speed Noncircular Turning

This paper addresses discrete-time, repetitive contral for linear, perivdic, time-varying
systems. A periodic, repetitive control design method based on gain scheduling s pro-
posed and the necessary and sufficient condition for closed-loop stability is presented,
Uilizing the special structure of the repetitive contraller, an efficient method for evalu-
ating the closed-loop stability is developed. The algarithm is applied to the controf of «

piezoelectric fast-tood stage for variable spindle speed noncircalar turning process. The
tood perfornts dvnamic variable depth of cut machining to generate noncircular workpieee
profiles while the spindle carrying the workpiece rotates at a variable speed to inhibit
machining instability (chatter). Experimental machining results are presented thar dentos-
trate the tracking performance of the period, time-varving controfler design proposed, as
well as the ability to increase machining stability using this approach.
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1 Introduction

Repetitive control can achieve asymptotic tracking and distur-
hance rejection of periodic inputs, and it has been successfully
applied 10 many arcas. However, previous work in discrete-time,
repetitive control has been resticted to time-invariant controller
synthesis for systems sampled at a uniform sampling rate. When
the application problem requires a periodic sampling rate, the
sampled discrete-time model for a lipcar, tme-invariant, continu-
ous system becomes a periodically time-varying system.

The repetitive control with periedic sampling rate problem is
motivated by two applications. First, perodic sampling rate is
atilized to maintain a time-invariant tracking reference and/or dis-
turbance model. One example is generating a periodic spindic
speed profile in terms of spindle angle for radial runout compen-
sation in milling (Tsao and Pong, [1,2]). Another example, which
is the application example presented in this paper, is noncircular
turning with periodically varying spindle speed to inhibit machin-
ing chatter instability. Second, in the digital wracking control of
continuous, periodic signals with finite, real-time CPU processing
power, intee-sample errors may be reduced by scheduling the sam-
pling intervals with respect to the reference signal so that rapid
sampling occurs when abrupt changes in the continuous reference
signal take place. For example, in noncircular turning for cam-
shafts, more poinis can be sampled at the cam lobe nosc arca and
less points at the base circle area.

Repetitive controt for linear, periodic systems has been previ-
ously studicd by Omata et al. [3]. In this carlier research, a suffi-
cient condition for stability and a control system design method
were given. In this paper, we present a nccessary and sufficient
stability condition and develop an efficient method for computing
the closed-loop stability for periodic, repetitive control systems.
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We propose design methods for linear, periodic, time-varying,
repettive control systems based on frozen-time system models
and gain scheduling control [4].

The proposed control, as well as other design methods, arc
applied Lo the control of a fast machine-to0l stage for the variable-
speed machining, noncircular tumming process (VSM-NCTP). In
recent years, researchers have investigated the use of fast
machine-tool stages for generating noncircular workpicces on a
lathe and dynamic error compensation. As in any machining op-
cration, chatter can adversely affect machining productivity by
limiting the allowable depth of cut or fecdrate. Chatier arises
when the machine toolfworkpiece structure and cutting process
combine to form a dynamically unstable system. Machine tool
structures have been made with high structural stiffncss to combat
this instability. However, in many siualions, it is the low rigidity
of the workpiece that is the cause ol the culling instability. One
approach to increase the culling stability margin in these situa-
tions is to apply variable-speed machining (VSM), which refers to
machining operations in which the spindle speed is continuously
varied in a periodic fashion over some nominal constant speed, To
date, the use of VSM has been considered for passive machining
operations only. The challenge that arises in controlling a fast
machine-tool stage for VSM-NCTP is that the fast-to0l stage is
represented by a time-varying (discrete-time) system.

The remainder of this paper is organized as follows: First, prob-
lem formulation and previous research in periodic, repetilive con-
trol are given, and then a nccessary and sufficient condition for
closed-loop slability is derived. Periodic, repetitive control algo-
rithms are then described and compared in simulation and experi-
ment. Finally, experimental results of the fast-tool stage operating
under VSM are presented.

2 Problem Formulation. The following notation will be
adopted. G, &, and & (uppercase) represent systems and «, &, and
it (lowercase) represent signals in the continuous-time, discrete-
time and lified domains, respectively. The discrete-time index,
discrete-time delay operator, Laplace wransform operator and
z-transform operator are designated by &, g%, 5, and 2, respec-
tively.

It will now be established that a continuous-time plant sampled
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Fig. T Plant sampled at periodic rate

at a peniodic rate can be represented by a periodic, discrete-time
model. Consider the system shown in Fig. 1. In this figure, G{5)
represents the continuous-ume plant model, and Syay and Hyyy
represent a sampler and & zero-order hold, respectively. Sty and
Hyqpy Operate al a synchronized, periodic, time-varying sampling
rate, T(k), having lixed period M, ic.,

T+ N =TikVYL. (1)

Let the continuous-time, state-space representation for the plant
be described in terms of (A,.B,.C,.D,). ltis straightforward to
show that the discrete-time equivalent plant can be expressed as

T
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It follows immediately from Eq. (1) that Gn represents a hincar
N-periadic discrete-time plant.

The repetitive control system considered in this paper is shown
in Fig. 2. In this figure, ¥(k), (k) and Fa(k) represent the closed-
loop response, tracking error, and reference signal, respectively.
Additionally, GP represents the AM-periodic discrete-time plant,
and G and G, comprise the time-varying, repetitive controller,
which is restricted to be N-periodic. The role of &, is to accumu-
lale the tracking error over the period N to permil asymptotic
tracking of N-periodic reference signals, The control system de-
sign objective consists of sclecting the compensation filter G, and
design parameter £ so that the resulting system is stable.

Repetitive control for linear, periodic systems has previously
becn studied by Omata et al. [3]. It is interesting 1o note that the
motivation behind their research was to apply repetitive control w
nonlincar systems, i.c., by lincarizing a nonlincar plant gbout a
periodic trajectory, a nonlinear plant could be represented by a
lincar periodic system.

The control system studied by Omata et al. is identical to that
shown in Fig. 2. They showed that if the closed-loop system was
stable, then &(k)—0 as k—oc for N-periodic inputs {asymptotic
tracking). They also formulated a sufficient condition for stability,
The stability condition, which was obuincd using the small gain
theorem, can be expressed as
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Fig. 2 Perlodic repetitive control system
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where f-[i| represents the 4, system norm. The befichand side of
this equation can be evalualed as

-GG {3

Iz ¢ (__}f,(_'_II.||‘—sup 1211\,. [8(i- & - 1Y =n{i k)| {4}

where Bt j) is the impulse tesponse of GG, and §is the ideal
tmpulse function.

Equation {4) also served as the basis for their control syslem
design method since it provides a stabilizing measure. Since it
was dillicult o derive the {-norm optimal solution direelly, the
control system design method consisted of determining 2 control-
ler that minimized the evatuation function defined by

M(J
J= max D S(I—L} -h(k+1.5)[2 (5
fDed=n 1 F=1
where M, is an appropriately large integer. The resufting control-
ler has the form of a {inite impulse response M-periodic filter,

3 Necessary and Sufficient Stability Condition

Let the state-space representation for blocks G, and Gy, in Fig.
2 be expressed in terms of (A, B, ,C,0) and (Ay, By T 0,
respectively. Block G can then be expressed as

- AN[. BN’LCL BNI
A, | B, _
G,= 5 }— B Cq A 0 (6)
' Ca. O
In addition, block 5 can be described us
A (k) 0 B (k)
=] B(b)C (k) A k) | B (k)P (k) (7
| DTk Cyk) | D(k)D (k)

The state-space representation for the closed-loop system, G
may now be writien as

. ’Eff(k]
| C &) | D (k)

ef s

= B,(k)C, AL(k) 0 (8}
Dy(#)C, Ca(k) 0

The lifting technique is nsed to transform this A-periodic system
into a higher dimensional LTI system € ;. Some details of the
lifting technique are given in (he Appendix. For a more compre-
hensive description of the Lillung technique, the reader is referred
to Chen and Frances [5]. Since the lifling operation is norm pre-
serving, the original periodic system is stable if and only if the
transformed system is stable. The details of the lifting operation
arc omilted for brevity, but, by ulilizing this technique, it is
straightforward to show that a periodic, repetitive control system
is stable if and only if

f(At—;)<1, (9J

where

ch:’icF(N_I)Zc‘f(N_z)""d_‘n‘(O) ()
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and r{ -} is the spectral radius, The amount of computation repre-
seated by Eq. (10} is in the order of A and is inefficient for large
N (scc Appendix). An alternative method for forming A, utilizing
the N-delay operator in the repetitive controller requires compu-
1ation in the order of N*, significantly less for large N,

The controt systemn design could also be performed in the lifled
domain using standard MIMO design technigues. However, the
resuiting compensation filter G would have N 1 a slates (assum-
ing a standard output-feedback design is used) where 12 is the
number of states of the plant. Since & is typically large, this is not
considered to be a practical approach.

4 DProposed Repetitive Control Algorithims

[n this section, two control system design methods are pre-
sented which are based on the discrete-time, repetitive controller
formulated by Tomizuka ct al. [6]. The control system considered
by Tomizuka ¢t al. was identical to that shown in Fig. 2 except the
plant was assumed to be time-invariant. To summarize the design
procedure, let the transfer function for the plant be described as

_ Z-:IB(Z—I)
Gz s ————=
270 Az
A(z_'}‘——]—anz_l—'“—a,,z_", and
Bz YW=by+hz "+ +b 2" (1)

where d is the plant delay and is adjusted such that b, is nonzero.
The compensation filter and design parameter £ can be chosen ax

Az =""8{(z))

Guz™ )=k, p (12)
{referred to as zero-phasc error compensation) and
L=d+m (13)

where b={|bo| +|b|+---+|b,})? and B(z) is obtaincd by sub-
stituting z for z7' in B(z™!). This controlier is known 1o be
stabilizing provided the repetitive controller gain k, is in the range
02k, <2. It is noted that, for brevity, the above is not a complete
description of the repetitive control system design proposed by
Tomizuka et al. {no distinction made between stable and unstable
zeros in this discussion).

Control System Design Based on the Nominal Model. A
LTt controller described by Eqgs. (12) and (13) based on the nomi-
nal plant mode] was designed. Intuitively, one would expect this
method 10 result in a stabilizing controller if the variation in plant
dynarnics is small, but not il there are large varations. This is
precisely the resull observed in the case study given in this re-
search. For situations in which this method results in a stabilizing
controller, the resulting controller has the obvious advantage that
it is LTT and hence easier and less costly 1o implement than the
cther methods described.

Control System Design Utilizing Gain Scheduling. To al-
low for a larger variation in the sample tale, gain scheduling,
which is commonly used in nonlinear control system design, is
suggested. Consider computing the nominal models for the plant
over small time segments, and then designing a controller as de-
scribed by Egs. (12) and (13) for each of these segments. By
implementing the controller so that the gains arc scheduled ac-
cordingly, a larger variation in the plant dynamics may be permis-
sible. In general, it would be expected that decreasing the size of
the time segments would increase the likclihood of obtaining a
stabilizing controller. The limiting case would be to perform &
contraller designs given an N-periodic controller. This is the sug-
gested design method of this section.

This design method is summarized as follows: Form the
discrete-time equivalent of the plant G (2", k) at each & ranging
from O to ¥N—1. Compute the coefficients for the compensation
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lilter of Eq. {12} for cach k. The resulting & sets of coellicients
tepresent the N-periodic coefficients of the desired controller. L is
sel equal to the constant ¢ +m. The closed-loop stability must be
assessed by (9) afler the design is complete since the resulting
controlier is not necessarily stabilizing.

Modified Periodic Repetitive Control System. For LTI re-
petitive control systems, a low-pass @-filler is often inserted in the
repetitive signal genctrator {internal model) 1o achicve robust sta-
bility (Tsao and Tomizuka [7]). The low-pass lilter 15 placed in
serics with block Gy, in Fig. 2. ie. replacing ¢ %%t with
Ok.g.q Vg " in Fig. 2. A Q-filer can be incorporated into
the periodic repetitive control system in the same fashion as the
teme-invariant counterpart. For the perodic repetitive case, the
Q-filter, Q(k.g.4 "), is allowed to be noncausal and periodically
time-varying. For the modified system, the spectral radius of Eqg.
{9} can be computed as before except that {Ayy . Bpp . Cpr0) s
replaced  with  the  state  space  representation  for
Q(k,g.q g "% The price for the increase in relative stability
is a decrease in tracking performance al high frequencies. 1t is
noted that for the case of an L'1T system, a stability condition,
based on quantified unmodeled dynamics, can be derived {Tsao
and Tomizuka [7]). For the case of a periodically varying system,
a general stability condition is not presently known. However, it is
shown in the following scctions that the inclusion of a Q-filter
does increase the stability margin for the problem at hand.

5 Application to the Control of a Fast Machine-Tool
Stage for VSM-NCTP

In this section, the control of a fast machine-tool stage for
VSM-NCTP is considered and the performance obtained using
each of the control design methods described above are compared
both theoretically and experimentally. This section begins by giv-
ing a bnef background in VSM, Then, the theoretical and experi-
mental performance obtained using the various design methods is
compared. Finally, experimental machining results are given.

BRackground in Variable Speed Machining. Stoferle and
Grab [8] introduced the VSM concept for improving the cutting
stability in single point machining operations. Since thal (ime,
numerous studies have been conducted addressing various topics
in VSM. Hoshi e1 al. [9] expenimentally demonstrated the effec-
tiveness of VSM for improving the cutting stability in torning and
haoring operations, Analog simulations were performed by Sexton
and Stone [10,11] 10 predict the elTects of VSM on the stability
charts in single point operations, Theoretical analysis has been
performed by Inamuara and $ata [12] and Tsao et al. [13] 1o pre-
dict the cutung stability of VSM operations. Several studies have
also been conducted addressing the use of VSM for interrupted
machining operations (Lin [14], Englehart e al. [15]}.

An important issuc in these previous studies has been the
choice of the spindle speed trajectory. For practical reasons, it has
been suggested that the spindle speed Lrajectory be a single sine
wave described by (Lin [16], Englehart et al. {157)

@(1)=wy+ A sin{2 1) (14)

where w; is the nominal spindle speed, A is the amplitude of the
variation in speed, and f is the frequency of the speed variation. A
nondimensional expression describing this speed trajectory can be
expressed as (Lin [14])

w{t}=eay[]1 + RVA sin{RVF wyt)] {15)

where RVA=A{o, represents the relative amplitude of the trajec-
tory and RVF=2nf/w, rcpresents the relative frequency of the
trajectory.

The general finding in the previous research is that increasing
the valves of RVF or RVA typically results in a reduction of the
chatter level or, in other words, results in an increase in the ma-
chining stability margin. The values of RVA and RVF that can be
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practically implemented typically range from 0.1 to 0.3 and are
limited by motor performance and capacity envelope (Lin [14]).

Proposed Method to Control a Fast Machine-Tool Stage
Operating Under VSM. The proposcd method to control a fast
machine-toal stage for VSM-NCTP is to control the sampling rate
and spindle spced such that both the reference signal and plant
become periodic with the same pericd ¥, By doing so, pericdic
repetitive control can be utilized to control the fast machine-too}
stage. :

The reference and plant arc made N-periodic by the following
conditions:

(i) The sampling occurs at a fixed angular interval which in-
tegrally divides one spindle rotation.

{ii} The spindle speed tajectory is periodic in the angular do-
main, and the period of the spindle speed trajectory is an
intcgral multiple of spindle rotations.

The sitation described by conditions (i) and (ii} is depicted in
Fig. 3 for a boring operation in which the workpiece rotates. The
profile of the workpiece is described in terms of the coordinates r
and & Tn this figure, the workpiece is shown rotating at a periodic
spindle trajectory @. The sampling instances are triggered at N »
points around the circumnference of the workpiece.

Comparison of Design Methods hased on Theoretical and
Experimental Results. The fast machine-tool stage used for the
VSM-NCTP cxperiment is a piezoclectric actuated boring bar,
which has been used 1o compensate for cutting-force-induced bore
cylindricity emors (Hanson and Tsac [16-18}). The dynamic
model is

by 1

G(s)= :
sttassttasitasta, msttos+k

(16)
where
{bo.ay.a1.ay.a3,m,c,k}={3.34¢18.2.18¢18,3.30¢ 14,

1.04£10,1.79¢5,0.365,208,12 86}

(17}
and the periodic sampie rate considered is

T(k):Tnom*' ‘)‘Tmm sinf2 whiN). (18}

The sampling rate described Eq. (18) is analogues 10 the sampling
rate occurring under VSM where the spindle trajectory is de-
scribed by Eq. (15).

As discussed in the background section {or V8M, it is desirable
for spindlc speed trajectory to operate over 2 wide range of RVA
or equivalently y. Therefore, the range of y over which stabilizing
controllers are obtained for the various contral design methods are
compared below both theoretically and experimentally,
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The three control design methods previously mentioned arce
compared. Controllers were designed using each of these three
methods over a range of v, and the corresponding spectral radii of
Eg. (10) were computed. The results arc shown in Fig. 4. In this
figure, the design method given in Section 2 is labeled “‘Lcast
Squares Design,” the nominal plant design of Section 5 is labeled
*LTI Zero Phase,” and the gain scheduling approach of Section 3
is labeled ““PTV Zero Phase.”” The gain scheduling design yielded
the maximum range of y (up o 0.7} over which stabilizing con-
trollers were obtained. The other two methods yielded stabilizing
coatroliers for ¥ up to approximately 0.2. In this analysis, the
values used for T, N, and k, in this example are 250 us, 32,
and 1, respectively, and the filter @ is unity.

In the Least Squares design method using the 7, formulation,
the design parameler I was set equal to 3 since this was deter-
mined to yicld the largest stable range. The resulting controller
had 12 periodic cocfficients. This compares to 12 constant coeffi-
cients for the nrominal plant design and 12 periodic coefficients for
the gain scheduling design approach.

The values used for N in the above examples were kept rela-
tively small to limit the amount of computation. It is interesting to
nole that & has relatively litle effect on the spectral radius in the
examples considered. For example, Fig. 5 shows the effect of N
on the spectral radivs for designs using the gain-scheduling con-
troller. 1n generating the plot, the value used for ¥ was 0.3, and N
ranged from 32 to LOO0,

In this experiment, the boring bar servo system was operated
with a periodically varying sampling rate as described by Eq. {18).
Repetitive controllers were implemented over a range of ¥ using
cach of the three design approaches. The objective of this experi-
ment was to determine the range ol ¥ over which stable imple-
menatations were observed.,

For each of the design methods, ¥ was inidally set to 0.1 and
then increased in increments of 0.1 until an unstable system was

.95 L e

Spectral Radius

0.9
N

Flg. 5 Effect of increasing N on spectral radius computation
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cxperimentally observed. In this experiment. the nominal sam-
pling rate was 250 zes and N was 1200, Also, the reference signal
utilized was

2wy
Falk}y=AMP- sm( k) )]
where AMP and » were 125 microns and 5, respectively.

Tt was obscrved that when using the !, formulation, the imple-
mentation was stable for y equal to 0.1 but was unstable for y
equal to 0.2, Similarly, when the design procedure based on the
nominal-plant model was used, the resulling system was stable lor
¥ equal 10 0.1 but was vnstable for  equal to 0.2. The gain
scheduling design approach resulled in stable systems for y rang-
ing from 0.{ to 0.5, but resulted in an unstable system for y cqual
to .6, To serve as an example ol the tracking performance ob-
tained in these experiments, results obtained for the gain schedut-
ing design operating with a y of 0.5 are shown in Fig. 6. This plot
shows Lhe reference signal and the actual response superimposed
as well as an additional curve representing the tracking error sig-
nal.

Table i surnmarizes the results of this experiment, Note that the
range of y over which stable designs were obtained experimen-
tally agrees with the theoretical predictions given in Fig. 4. Also
listed in Table 1 are the tool-mean-square {RMS} values of the
tracking error computed for each stable design obtained.

When implementing each of the controllers represented in
Table 1, a O-filter deseribed by

O(z,z7")=01z+084 012" (20)

was included in the control implementation to account for tnmod-
eled dynamics. In this experiment, it was observed that if the
¢-filter was not included in the controller implementation, none of
the systems represented in Table | operated stably.

The stabilizing elfect of the ¢ filter for the present periodic
control systems is further illustrated by Fig. 7, where the spectral
radius were computed with the following @ flter inscrted to the
controflers described above:

Table 1 Experimental comparison of design methods

I

 Least Sgares Desipn f

3 /11T Zero Phase
- A o
3 ! . A =

?f: , -

o . e

(% 0.5 --v_-)-,,-_’/- -------------

I . PTV Zero Plase

0 0.2 G.4 0.6 038 1
¥

Fig. 7 Stabilizing effect of Q filter

Q7,27 1) —0.25:4+0.54 0.25; 21

The range of ¥ for which a stabilizing controller is obtained iz
significantly increased for cach of the three controllers.

Experimental Machining Results. [n this expenment, 6
workpieces were bored using a two-pass machining operation.
The geometry ol (he cutling 100l used in this experiment was a
lead angle of 5 deg, a radial rake angle of 0 deg, an axial rake
anglc of 5 deg. and & nosc radius of 4.76 mm. The workpieces are
127 mm long schedule 80 sieel pipe mounted in a three-jaw
chuck. In the first pass, the culting tool mounted on the rigid side
of the boring bar was used o reduce the hore wall thickness to
approximately 3.2 mm. In the second pass, the culting ol was
mounted on the variable depth of cut side of the boring bar and
uscd to machine an eiliptical bore profile (ie., =10, N=1200 in
(19)) with a peak o peak amplitude of 46 pem. During the second
pass, the nominal depth of cut, spindic speed, and feed rate were
0.764 mm, 1000 rpm, and ¢.1 mm/rev, respectively. These cutting
conditions were selected since it was found through trial that they
resulted in g small level of chatter for the case of constant specd
machining. Three workpieces were machined using a constant
spindle speed in the second pass. The remaining three workpieces
were machined under a vanable speed operation in which the
values for RVA and RVF were both 0.2

The tracking error was recorded for duration of 15 spindle ro-
tations durning the second pass. These measurcments were re-
corded when the cutting tool had passed 1 mm into the workpicce
in the feed direction. From these data the RMS valoe of the track-
ing error was computed for each est and is listed in Table 2. Note
that the VSM operation consistently reduced the vibration level
over the constant spindle speed operation. The results obtained in
two of these tests arc also shown ia Figs. 5 and 9 for comparison.

The digital controller implemented in this experiment was the
gain scheduling design. Note (rom Table 1, that (or the value of
0.2 used for RVA (or equivalently ), only the gain scheduling
method resulted in a stabilizing design.

Tabie 2 Comparison of constant speed and variable speed
machining test resufts

v ¢1 02 83 04 us [ 96
(microns) : _Temd __ TetType RMS ‘racking kivor gum)
. stalde | unstubic X X X x| 1 constant speed agns
Formul_a!jon 0.156 rins 2 constant speed 20248
Nominal slable unstable X X X X
Desiga 0156 ans 1 comstant speed | 2.992¢
Ciain siable stable | stable stable stahle 1 variable spoed 0.7682
Schedulng | 0.152 ms 0152 G151 0.154 0169 5 variahle speed 16976
rms. ms. rms, ms. 6 variable speed 07734
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6 Conclusions

Repetitive control for SISO LTI systems sampled at a periodic
rate have been addressed. A necessary and sufficient stability con-
dition and an efficient computation method that utilizes the special
repelitive control structure have been developed for the periodic,
repetitive control systems. The time-invariant, repetitive controller
based on a nominal sampling interval is the easiest and least
costly to implement. The gain scheduled, periodic, repetitive con-
trol yielded stabilizing controllers when the other methods failed
for the cited variable speed machining application. The control
methods have been appiied to variable spindle speed, noncircular
turning/boring by using a fast piczoclectric machine-tool stage.
Significant reduction of the chatter vibration level has been ob-
served when compared to that using constant speed machining.

Appendix

An Efficient Method for Computing 4, for a Periodic Re-
petitive Control System.  One approach for computing the lifred
closed-loop system matiix, 4, for a periodic, repetitive control
system is by means of Egs. (9) and (10). To evaluate Eq. (10), it
is mecessary to compute the product of N matrices, each having
dimension (N+n+m) by (N+nr+m) where N, n and st are the
period of the plant, order of the plant and order of the controller,
respectively. For large N, this represents a significant amount off
computation including N(N +r+ m)? multiplications (the product
of two N+n+m malrices requires (N+ n+m)? muliiplications
and Bq. (10) represents the product of & malbces each having
dimension (¥ +n+m)}. In this section, a new approach for com-
puting A, is given which is less computationally intensive.
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Test 4

The savings in computation result from the means in which the
lifred representation for the closed-loop systern is obtained. 1n the
first approach, the closed-loop system is first formed and then a
general expression for the lift of a periedic system is utilized
(represented by Eqs. (A1) though (A7)). In the proposed approach,
the individual blocks G, and G, in Fig. 2 are first lifted and then
the governing equation for the closed-loop system is formed. The
portion of the system that contains N states, namely the repetitive
signal gencrator, is simple in form and can be lifted algebraically,
as opposed to using the general expression, resulling in a large
reduction in computation.

To develop the expressions for this second method, we start
from Eq. (7). The lilt of G5 over the base period & can be ex-
pressed as (Chen and Frances [5])

X(i+ 1) = A X + Boa(i) Al
Bliy— — Cox(i)— Dyi(i) (A2)
where
A= Dy N.N) (A3)
By [ BN N—1)B(0). By (N N—2)B,(1),
Dy (NDBHN =3}, N DBHN-2),B(N—1)]
{Ad)
C(0)
& - fﬂn?ﬂLn 45

CoH N~ DD, (N— ILN—1)
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[ 520) 0]
CH(1)By(0) Dy(1) 0 0
_ Co(2) 052115200 TA2)B,(1) D12 0 0
- - 2 ’ L 2 2 i ] ﬁ(_) ] (A6)
CA3DL32)8,(0) CABPH3.DE D) Co3)B,(2) Dy(3) 0 0
| G2V DNDUN— LN -218,00) CHN—DD{N—T.N=3)B1) DyN 1} ]

@k j)=A2k— DASk=2) A (k- j). (A7)

For convenience. rearrange the repetitive signal gencrator, G|, of
Fig. 2 as shown in Fig. Al, and define signals e(&), z{k)}, and
u{k} as shown in this figure. Note from Fig. Al that
zlky—e(k t L) {AB)

and
kY= uw(k—NY+z(k—N). (A9)

From the definition of the lifling operation, it is casy to show that
the lift of & can be expressed as

iy =St (H+ DN rai+1) (AL0)
and
BlOy=a{i— 1)+ z{i— 1} {AL1}
where §, D, and K are N XN matrices having the form
o 1 0o - 0
0 0 1 0
s=lo 0 0 0 (A12)
- 1
0 0 0 0
and
6 0 0 - 0
1 0 0 0
D=0 1 0 0 {Al3)
o0 - 1 0

The resulting expressions describing the closed-loop system ma-

trix, A, obtained by combining Eqs. (A1), (42), (410}, and
(A11} are

A= 48 (Al4)
M, M,
where
M =—(1+DY D)7 [SIC+ DVTIC,A,] A1)
and
My=(I+D¥ Dy [1-8tD,—-p¥LT,E,]  (Al6)

Note that the maximum number of multiplications required in
forming any term involving $,(%./) in A,, B,, C,, and D, is
N(n+m), ie., the worst case would be when & and | were both

Fig. A1
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L e
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Litted repetitive signal generator
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N, requiring the computation of the product of ¥ matrices of di-
mension s + . Therefore, forining A5, B,, €5, and 3, requires
at most N+ myt, N+ ), NYn+nm)" and VAN 4 m)?
(the 142 factor applics since D, is lower wiangular), respectively.
Turther, note that $* and DL can be formed by shifting the
diagonal of ones and the matrix multiplication indicated nced not
be explicidy performed. The matrix (/+ D% tD) involved in
Eqgs. {415} and {416) is lowcr diagonal and its inverse can be
computed efliciently. From the above discussion it can be scen
that for large A this alternative approach represents significantly
fess computation than that of Eq. (10} requiring N(N+n+m)*
muoliplications.
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