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Abstract

Chordal graphs play a central role in techniques for exploiting sparsity in large semidefinite optimization problems and in related convex optimization problems involving sparse positive semidefinite matrices. Chordal graph properties are also fundamental to several classical results in combinatorial optimization, linear algebra, statistics, signal processing, machine learning, and nonlinear optimization. This survey covers the theory and applications of chordal graphs, with an emphasis on algorithms developed in the literature on sparse Cholesky factorization. These algorithms are formulated as recursions on elimination trees, supernodal elimination trees, or clique trees associated with the graph. The best known example is the multifrontal Cholesky factorization algorithm, but similar algorithms can be formulated for a variety of related problems, including the computation of the partial inverse of a sparse positive definite matrix, positive semidefinite and Euclidean distance matrix completion problems, and the evaluation of gradients and Hessians of logarithmic barriers for cones of sparse positive semidefinite matrices and their dual cones. The purpose of the survey is to show how these techniques can be applied in algorithms for sparse semidefinite optimization, and to point out the connections with related topics outside semidefinite optimization, such as probabilistic networks, matrix completion problems, and partial separability in nonlinear optimization.

DOI: 10.1561/2400000006.
This survey gives an introduction to techniques from graph and sparse matrix theory that are important in semidefinite optimization. The results from graph theory we discuss are related to chordal graphs and graph elimination.

A chordal graph is an undirected graph with the property that every cycle of length greater than three has a chord (an edge between nonconsecutive vertices in the cycle). Chordal graphs have attracted interest in graph theory because several combinatorial optimization problems that are very difficult in general turn out to be easy for chordal graphs and solvable by simple greedy algorithms. Examples are the graph coloring problem and the problem of finding the largest clique in a graph. Chordal graphs have been studied extensively since the 1950s and their history shares some key events with the history of semidefinite optimization. In particular, it was Shannon’s 1956 paper [203] that led Berge to the definition of perfect graphs, of which chordal graphs are an important subclass [28], and Lovász to one of the most famous early applications of semidefinite optimization [158].

Chordal graphs in applications often result from graph elimination, a process that converts a general undirected graph into a chordal graph
by adding edges. Graph elimination visits the vertices of the graph in a certain order, called the \textit{elimination order}. When vertex \( v \) is visited, edges are added between the vertices that are adjacent to \( v \), follow \( v \) in the elimination order, and are not yet mutually adjacent. If no edges are added during graph elimination the elimination order is called a \textit{perfect elimination order}. It has been known since the 1960s that chordal graphs are exactly the graphs for which a perfect elimination order exists. A variety of algorithms based on different forms of ‘variable elimination’ can be described and analyzed via graph elimination. Examples include the solution of sparse linear equations (Gauss elimination), dynamic programming (eliminating optimization variables by optimizing over them), and marginalization of probability distributions (eliminating variables by summation or integration). Variable elimination is a natural approach in many applications and this partly explains the diversity of the disciplines in which chordal graphs have been studied.

The first part of this survey (Chapters 2–7) covers the basic theory of chordal graphs and graph elimination, with an emphasis on tree data structures developed in sparse matrix theory (elimination trees and supernodal elimination trees) and efficient analysis algorithms based on elimination trees.

The second part (Chapters 8–11) describes applications of chordal graphs to sparse matrices. The sparsity pattern of a symmetric sparse matrix can be represented by an undirected graph and graph elimination describes the fill-in during Cholesky factorization of a sparse positive definite matrix. Hence, the sparsity pattern of a Cholesky factor is chordal, and positive definite matrices with chordal sparsity patterns can be factored with zero fill-in. This fact underlies several classical decomposition results, discovered in the 1980s, that characterize sparse positive semidefinite matrices, sparse matrices with a positive semidefinite completion, and sparse matrices with a Euclidean distance matrix completion, when the sparsity pattern is chordal. We give an overview of these chordal decompositions and completion problems. We also present practical algorithms for solving them and several related problems, including computing the partial inverse of a sparse positive definite matrix, the inverse factorization of the
maximum determinant positive definite completion, and calculating derivatives of logarithmic barriers for cones of sparse symmetric matrices. We refer to these algorithms as multifrontal algorithms because they use similar recursions on elimination trees as the multifrontal Cholesky factorization algorithm. A library with implementations of most of the algorithms described in these chapters can be found at http://cvxopt.github.io/chompack [13].

In the last three chapters (Chapters 12–14) we discuss applications of chordal sparse matrix techniques in continuous optimization. The main focus is on decomposition results that exploit partial separability in nonlinear and conic optimization problems, and on techniques that exploit sparsity in interior-point methods for semidefinite optimization.

A summary of the notation used in the paper can be found on page 413.

We assume the reader is familiar with semidefinite optimization and its applications. Introductions and surveys of semidefinite optimization can be found in several books and articles, including [15, 223, 235, 24, 217, 226, 43]. On the other hand we do not assume any background in graph or sparse matrix theory. The main purpose of this survey is to give an extended introduction to the theory of chordal graphs and graph elimination, and the algorithms and elimination tree structures developed in the literature on sparse Cholesky factorization, and to describe the different ways in which these techniques can be applied in semidefinite and conic optimization algorithms. In addition, we aim to show the connections with related topics outside semidefinite optimization, such as probabilistic networks, matrix completion problems, and partial separability in nonlinear optimization.
In this chapter we collect some basic definitions and results from graph theory, and introduce the notation that will be used in the paper.

2.1 Undirected graphs

An undirected graph is a pair \( G = (V, E) \), with \( V \) a finite set and \( E \) a subset of \( \{\{v, w\} \mid v, w \in V\} \). The elements of \( V \) are the vertices of the graph, the elements of \( E \) its edges. The notation \( \{v, w\} \) for the edge between vertices \( v \) and \( w \) is used to emphasize that edges are unordered pairs of distinct vertices. Hence, edges are not directed, there are no self-loops, and at most one edge exists for every pair of vertices. We do not distinguish between \( \{v, w\} \) and \( \{w, v\} \).

In pictures of undirected graphs the vertices are represented by circles or rectangles and edges are shown as lines connecting the vertices. Figure 2.1 is an example with \( V = \{a, b, c, d, e\} \) and

\[
E = \{\{a, b\}, \{a, c\}, \{a, e\}, \{b, d\}, \{b, e\}, \{c, d\}, \{c, e\}, \{d, e\}\}.
\]

The subgraph of \( G \) induced by a subset \( W \subseteq V \) is the undirected graph with vertices \( W \) and all edges between vertices in \( W \). The graph
induced by $W$ is denoted $G(W) = (W, E(W))$ and has edge set
\[ E(W) = \{\{v, w\} : v, w \in W\}. \]
One does not always distinguish between a subset of the vertices and
the subgraph induced by it. It is common to refer to ‘the subgraph $W$’
instead of ‘the subgraph $G(W)$’ or ‘the subgraph induced by $W$’.

Two vertices $v$ and $w$ are adjacent if $\{v, w\} \in E$. A path between
$v$ and $w \neq v$ is a sequence of distinct vertices $(v_0 = v, v_1, \ldots, v_k = w)$ with $\{v_i, v_{i+1}\} \in E$ for $i = 0, \ldots, k - 1$. (Some authors omit the
requirement that the vertices are distinct, and refer to a path with
distinct vertices as a simple path.) The length of the path is the number
of edges $k$. The vertices $v_1, \ldots, v_{k-1}$ are called the interior vertices on
the path. Two vertices of $V$ are connected if there exists at least one path that has the two vertices as its end points. Note the distinction
between adjacent vertices (connected by a path of length one) and
connected vertices (connected by a path of any length). A graph is
connected if every pair of vertices is connected. A connected component
of a graph is a maximal subset of vertices that induces a connected subgraph.

A sequence $(v_0 = v, v_1, \ldots, v_k = v)$ with $\{v_i, v_{i+1}\} \in E$ for $i = 0, \ldots, k - 1$ and $k > 1$, is called a cycle if no edges are repeated and
the vertices $v_0, \ldots, v_{k-1}$ are distinct. (Some authors allow cycles with
repeated vertices and use the terms simple cycle or circuit if the vertices
$v_0, \ldots, v_{k-1}$ are distinct.)

A graph is complete if all vertices are pairwise adjacent, i.e., $E =
\{\{v, w\} : v, w \in V, v \neq w\}$. A clique is a set of vertices $W \subseteq V$ that
induces a maximal complete subgraph. Many authors define a clique as
any set of vertices that induces a complete subgraph, maximal or not.
2.2. **Ordered undirected graphs**

In this survey we use the term *complete subgraph* for this purpose, and reserve the term clique to denote *maximal* complete subgraphs. The cliques of the graph in Figure 2.1 are \(\{a, b, e\}, \{b, e, d\}, \{e, c, d\}\), and \(\{a, c, e\}\). The *neighborhood* or *adjacency set* \(\text{adj}(v)\) of a vertex \(v\) is the set of vertices adjacent to it:

\[
\text{adj}(v) = \{ w \mid \{v, w\} \in E \}.
\]

The set \(\{v\} \cup \text{adj}(v)\) is called the *closed neighborhood* of \(v\). The *degree* of vertex \(v\) is the number of vertices adjacent to it: \(\deg(v) = |\text{adj}(v)|\).

### 2.2 Ordered undirected graphs

An *ordering* of an undirected graph \(G = (V, E)\) is a numbering of its vertices (a bijection from \(\{1, 2, \ldots, n\}\) to \(V\) if \(n\) is the number of vertices). An ordering \(\sigma: \{1, 2, \ldots, n\} \to V\) can also be interpreted as a sequence of vertices \(\sigma = (\sigma(1), \ldots, \sigma(n))\). We refer to \(\sigma^{-1}(v)\) as the *index* of vertex \(v\). An *ordered graph* is an undirected graph \(G = (V, E)\), plus an ordering \(\sigma\) of its vertices. We write this as \(G_\sigma = (V, E, \sigma)\). We will often use inequality notation \(v \prec \sigma w\) for \(\sigma^{-1}(v) < \sigma^{-1}(w)\) and \(v \preceq \sigma w\) for \(\sigma^{-1}(v) \leq \sigma^{-1}(w)\). The subscripts in \(\prec\sigma\) and \(\preceq\sigma\) are omitted if the ordering \(\sigma\) is clear from the context.

To visualize an ordered graph \(G_\sigma\), we annotate the unordered graph \(G\) with the vertex indices \(\sigma^{-1}(v)\). It is also convenient to represent ordered graphs as triangular tables or arrays, with the vertex names on the diagonal and a dot in row \(i\) and column \(j\) of the table if \(i > j\) and the vertices \(\sigma(i)\) and \(\sigma(j)\) are adjacent. An example is shown in Figure 2.2.

Two types of monotone neighborhoods can be distinguished in an ordered graph:

\[
\text{adj}^+(v) = \{ w \in \text{adj}(v) \mid w \succ v \},
\]

\[
\text{adj}^-(v) = \{ w \in \text{adj}(v) \mid w \prec v \}.
\]

The first set is called the *higher neighborhood* or *higher adjacency set* of \(v\); the second set is the *lower neighborhood* or *lower adjacency set*.
We also define the higher and lower degrees as
\[ \text{deg}^{+}(v) = |\text{adj}^{+}(v)|, \quad \text{deg}^{-}(v) = |\text{adj}^{-}(v)|. \]

In the array representation of ordered graphs the higher and lower neighborhoods of \( v \) are easily identified. The indices of the elements of \( \text{adj}^{-}(v) \) are the column indices of the entries in row \( \sigma^{-1}(v) \) of the array; the indices of \( \text{adj}^{+}(v) \) are the row indices of the entries in column \( \sigma^{-1}(v) \). In the example of Figure 2.2, \( \text{adj}^{-}(c) = \{a\} \) and \( \text{adj}^{+}(c) = \{d,e\} \). We will use the notation \( \text{col}(v) \) and \( \text{row}(v) \) for the closed monotone neighborhoods
\[ \text{col}(v) = \{v\} \cup \text{adj}^{+}(v), \quad \text{row}(v) = \{v\} \cup \text{adj}^{-}(v). \]

An ordered undirected graph can be converted into a directed graph by orienting the edges from lower to higher index; see Figure 2.3. (A directed graph is a pair \((V,E)\) with \(E\) a set of ordered tuples \((v,w)\), with \(v,w \in V\) and \(v \neq w\).) Such a directed graph is necessarily acyclic, i.e., it contains no directed cycles. Conversely, it is always possible to interpret a directed acyclic graph as an ordered undirected graph by numbering the vertices so that the edges go from lower to higher la-
bel. To see this, we first note that every finite directed acyclic graph has at least one source vertex, i.e., a vertex with only outgoing edges, and at least one sink, i.e., a vertex with only incoming edges. (This follows from the observation that a directed path \((v_0, v_1, \ldots, v_k)\) with \((v_i, v_{i+1}) \in E\) of maximum length starts at a source and ends at a sink. Such a path exists if the graph is acyclic and has a finite number of vertices.) We can define a numbering \(\sigma\) of the vertices as follows. We take \(\sigma(1) = v\) where \(v\) is any source vertex, then remove \(v\) and its incident edges from the graph, pick a source vertex \(w\) in the reduced graph, set \(\sigma(2) = w\), et cetera. Continuing in this way, we obtain a numbering with the desired property.

### 2.3 Trees

An undirected graph is a tree if it is connected and does not contain any cycles. A unique path exists between any two vertices of a tree (there is a path because the tree is connected; the path is unique because the concatenation of two distinct paths between the same vertices would create a cycle). An undirected graph is a forest if it does not contain cycles. Each connected component in a forest is a tree. A rooted tree is a tree with a special vertex designated as the root of the tree. Rooted trees are usually displayed with the root at the top, as in Figure 2.4.

If \(v\) is a non-root vertex and \(w\) is the first vertex on the path from \(v\) to the root, then \(w\) is called the parent of \(v\) and \(v\) is a child of \(w\).
We often use the convention that the parent of the root is itself, so that the parent function is a function $p : V \rightarrow V$. Parents of degree $k$, with $k$ a nonnegative integer, are defined recursively as

$$p^0(v) = v, \quad p^{k+1}(v) = p(p^k(v)).$$

In the example of Figure 2.4, we have $p(h) = f$, $p^{2}(h) = b$, $p^{3}(h) = a$. If $w = p^k(v)$ for some $k \geq 0$ then $w$ is an ancestor of $v$ and $v$ is a descendant of $w$. An ancestor $w$ of $v$ is a proper ancestor if $w \neq v$. A descendant $w$ of $v$ is a proper descendant if $w \neq v$. The set of children of $v$ is denoted $\text{ch}(v)$. A childless vertex is called a leaf of the tree.

The depth or level $\text{lev}(v)$ of a vertex $v$ in a rooted tree is its distance to the root (the number of edges in the unique path that connects $v$ to the root). If $\text{lev}(v) = k$ then $p^k(v)$ is the root of the tree. The depth can be defined recursively: $\text{lev}(v) = 0$ if $v$ is the root; for the other vertices $\text{lev}(v) = \text{lev}(p(v)) + 1$.

An ordering $\sigma$ of a rooted tree is a topological ordering if $v <_{\sigma} p(v)$ for all non-root vertices $v$. If there are $n$ vertices, then in a topological ordering the root has index $n$ and every other vertex has a lower index than its parent. A postordering is a topological ordering in which the descendants of a vertex are given consecutive numbers: if $\sigma^{-1}(v) = j$ and $v$ has $k$ proper descendants, then the proper descendants of $v$ are numbered $j-k, j-k+1, \ldots, j-1$. A postordering can be generated by assigning the indices $n, n-1, \ldots, 1$ in decreasing order during a depth-first search traversal of the tree. An example is shown in Figure 2.5.
Other useful information that can be gathered during a depth-first search traversal includes, for each vertex $v$, the level $\text{lev}(v)$, the number of descendants, and the first descendant $\text{fdesc}(v)$, i.e., the descendant with the lowest index. Several common questions simplify considerably when a postordering is used. For example, to check whether a vertex $w$ is a proper descendant of $v$ one only needs to verify the inequalities $\text{fdesc}(v) \preceq w \prec v$.

### 2.4 Path decomposition

In this section we discuss a specialized topic that will be important only in §6.4. Suppose we are given a family of subtrees (connected subgraphs) of a large rooted tree $T$. Each subtree is specified by its extreme vertices: its root and leaf vertices. We are interested in efficient algorithms for two problems. First, the problem of computing the size (number of edges) of each subtree, and second, the problem of computing the number of subtrees each vertex of $T$ belongs to. We will describe efficient methods with a complexity that is nearly linear in the total number of extreme vertices of the subtrees \([94], [65, \text{ chapter } 4]\). (In contrast, straightforward algorithms based on traversing all the subtrees have a complexity proportional to the total number of edges.)

We assume $T$ is described by its parent function $p(v)$, that a postordering of $T$ is given, and that we know the level $\text{lev}(v)$ of every vertex $v$ in $T$.

The least (nearest) common ancestor $\text{lca}(v, w)$ of two distinct vertices $v, w$ in a rooted tree is the deepest vertex that is an ancestor of $v$ and $w$, i.e., the first vertex on the intersection of the path from $v$ to the root and the path from $w$ to the root. The complexity of finding the least common ancestors of a set of $m$ vertex pairs of a tree with $n$ vertices is almost linear in $n + m$ \([214, \text{ page } 698]\).

We first consider a single subtree $R$ of $T$. Assume $R$ has $k + 1$ extreme vertices, sorted as $v_1 \prec v_2 \prec \ldots \prec v_{k+1}$ in the postordering of $T$, so $v_1, \ldots, v_k$ are leaves and $v_{k+1}$ is the root of $R$. For $i = 1, \ldots, k$, we define $P(v_i)$ as the set of edges on the path from $v_i$ to the least common ancestor $\text{lca}(v_i, v_{i+1})$ of $v_i$ and $v_{i+1}$. (For the vertex $v_k$, the
edges in $P(v_k)$ form the path from $v_k$ to the root $v_{k+1}$ of $R$, since $\text{lca}(v_k, v_{k+1}) = v_{k+1}$. This is illustrated in Figures 2.6 and 2.7. The sets $P(v_1), \ldots, P(v_k)$ form a partition of the edges in $R$ [lemma 2.1], called the path decomposition of $R$. To see this, consider an edge $\{u, p(u)\}$, where $u$ is a non-root vertex of $R$. Let $v_i$ be the highest leaf vertex that is a descendant of $u$, i.e., the highest leaf that satisfies $\text{fdesc}(u) \preceq v_i \preceq u$. We show that the edge $\{u, p(u)\}$ is contained in $P(v_i)$ and in no other set $P(v_j), j \neq i$. (For example, in Figure 2.6 the edge $\{c, b\}$ is contained in $P(h)$ because $h$ is the highest among the leaves that are descendants of $c$.) If $i < k$ then, by definition of $i$, the leaf $v_{i+1}$ is not a descendant of $u$. Therefore $u \prec \text{lca}(v_i, v_{i+1})$ and $p(u) \preceq \text{lca}(v_i, v_{i+1})$. Hence $\{u, p(u)\} \in P(v_i)$. If $i = k$, then $u$ is on the path from $v_k$ to the root and therefore $\{u, p(u)\} \in P(v_k)$. This shows that $\{u, p(u)\} \in P(v_i)$. We now show that $P(v_i)$ is the only set in the partition that contains $\{u, p(u)\}$. Suppose $P(v_j), j \neq i$, also contains the edge $\{u, p(u)\}$. The leaf $v_j$ is a descendant of $u$ and not the highest descendant among the leaves of $R$ (the highest descendant is $v_i$). Therefore $v_j \prec v_{j+1} \preceq u$. In a postordering this means that $v_{j+1}$ is a descendant of $u$. Therefore $\text{lca}(v_j, v_{j+1}) \preceq u$. This contradicts the assumption that $\{u, p(u)\} \in P(v_j)$. 

Figure 2.6: A tree $T$ and a subtree $R$ with root $b$ and leaves $k, g, h, i$. The number next to each vertex is its index in a postordering.
2.4. Path decomposition

Figure 2.7: Path decomposition of the subtree in Figure 2.6. The edges are partitioned in four sets $P(k)$, $P(g)$, $P(h)$, $P(i)$ that form paths in the subtree. Each of the first three paths starts at a leaf ($k$, $g$, $h$, respectively) and ends at the least common ancestor of that leaf and the next leaf in the postordering. The fourth path $P(i)$ starts at the highest leaf vertex (vertex $i$) and ends at the root of the subtree.

We now make two observations about the path decomposition that will become useful when we apply them to a family of subtrees. First, the number of edges $m_R$ of $R$ is equal to the sum of the sizes of the sets $P(v_i)$ in the partition. The number of edges of $P(v_i)$ is the difference of the levels of its end points. Therefore

$$m_R = \sum_{i=1}^{k} (\text{lev}(v_i) - \text{lev} \left( \text{lca}(v_i, v_{i+1}) \right)).$$  \hspace{1cm} (2.1)

To evaluate the sum we only need to compute the least common ancestors $\text{lca}(v_i, v_{i+1})$, $i = 1, \ldots, k$.

Second, consider the following function on the vertices of $T$:

$$\eta_R(v) = \delta_R(v) - \sum_{u \in \text{ch}(v)} \delta_R(u)$$

$$= \delta_R(v) - \text{the number of children of } v \text{ in } R$$

where $\text{ch}(v)$ is the set of children of $v$ in $T$ and $\delta_R(v)$ is the 0-1 indicator function of $R$,

$$\delta_R(v) = \begin{cases} 
1 & \text{if } v \text{ is a vertex of } R \\
0 & \text{otherwise.} 
\end{cases}$$
Figure 2.8: The number next to each vertex \( v \) is the function \( \eta_R(v) \) for the subtree \( R \) of Figure [2.6]. If \( v \) is a vertex in \( R \), then \( \eta_R(v) \) is defined as one minus the number of children of \( v \) in \( R \). For the parent of the root of \( R \), \( \eta_R(v) = -1 \). For all other vertices, \( \eta_R(v) = 0 \).

Summing the function \( \eta_R \) in topological order (i.e., visiting every vertex before its parent) gives \( \delta_R(v) \):

\[
\delta_R(v) = \sum_{u \in T_v} \eta_R(u)
\]

where \( T_v = \{ u \mid \text{fdesc}(v) \leq u \leq v \} \) is the set of descendants of \( v \) in \( T \). These definitions are illustrated in Figures [2.8] and [2.9].

The function \( \eta_R(v) \) is readily computed from the path decomposition. If \( v \) is a vertex in \( R \), and not the root or a leaf, then \( \eta_R(v) \) is the negative of the number of paths in the path decomposition that end at \( v \):

\[
\eta_R(v) = -|\{i \in \{1, 2, \ldots, k - 1\} \mid v = \text{lca}(v_i, v_{i+1})\}|.
\] (2.2)

This expression is also valid if \( v \) is the root of \( R \). In that case it is equal to one minus the number of paths that end at \( v \), because the last path \( P(v_k) \) is not counted in (2.2). We can therefore compute \( \eta_R \) as follows.

We initialize \( \eta_R(v) \) as \( \eta_R(v) = 0 \) for all \( v \). We add one to \( \eta_R(v_i) \) for \( i = 1, \ldots, k \). For \( i = 1, \ldots, k - 1 \), we subtract one from \( \eta_R(\text{lca}(v_i, v_{i+1})) \). If \( v_{k+1} \) is not the root of \( T \), we also subtract one from \( \eta_R(p(v_{k+1})) \).
Now consider a family $\mathcal{R}$ of subtrees of $T$, with each subtree specified by its extreme vertices. Path decompositions for all subtrees in $\mathcal{R}$ can be computed with a complexity that is almost linear in the total number of extreme vertices [213]. From the path decompositions, we immediately obtain the number of edges in each subtree, via the formula (2.1). We can also compute, for each vertex $v$ of $T$, the number of subtrees $v$ belongs to. This number is given by

$$\delta(v) = \sum_{R \in \mathcal{R}} \delta_R(v) = \sum_{u \in T_v} \sum_{R \in \mathcal{R}} \eta_R(u).$$

The function $\eta(v) = \sum_{R \in \mathcal{R}} \eta_R(v)$ is easily computed from the path decompositions. We initialize $\eta(v)$ as zero and enumerate the subtrees $R \in \mathcal{R}$. For each $R$ we add $\eta_R(v)$ to $\eta(v)$ via the simple rule described above. Finally we compute $\delta(v)$ from $\eta(v)$ by a recursion on the vertices of $T$. We enumerate the vertices in topological order and for each vertex $v$, compute

$$\delta(v) = \eta(v) + \sum_{u \in \text{ch}(v)} \delta(u).$$
3

Chordal Graphs

3.1 Chordal graph

A chord in a path of an undirected graph is an edge between non-consecutive vertices on the path. A chord in a path \((v_0, v_1, \ldots, v_k)\) is an edge \(\{v_i, v_j\}\) with \(|j - i| > 1\). One can think of a chord as a one-edge ‘shortcut’. If a path \((v, v_1, \ldots, v_k, w)\) from \(v\) to \(w\) has chords, then it can be reduced to a shorter chordless path \((v, v_{i_1}, \ldots, v_{i_j}, w)\) with \(1 \leq i_1 < i_2 < \cdots < i_j \leq k\) and \(0 \leq j < k\), i.e., a path that skips some or all of the interior vertices \(v_i\). Clearly, a shortest path between two vertices must be chordless, but a chordless path is not necessarily a shortest path. Figure 3.1 illustrates the definition.

A chord in a cycle \((v_0, v_1, \ldots, v_{k-1}, v_0)\) is an edge \(\{v_i, v_j\}\) with \((j - i) \mod k > 1\) (Figure 3.1). An undirected graph is chordal if every cycle of length greater than three has a chord. Using chords to take shortcuts, every cycle \((v_0, v_1, \ldots, v_{k-1}, v_0)\) of length greater than three in a chordal graph can therefore be reduced to a cycle of length three, i.e., a triangle \((v_0, v_i, v_j, v_0)\) with \(1 \leq i < j \leq k - 1\). The last graph in Figure 3.1, for example, is not chordal, because the cycle \((a, b, d, c, a)\) has length four but does not have a chord. Adding the edge \(\{b, c\}\) or \(\{a, d\}\) would make the graph chordal.
3.2. Examples

We note the useful property that subgraphs \( G(W) = (W, E(W)) \) of a chordal graph \( G = (V, E) \) are chordal. This is an immediate consequence of the definition, because cycles and chords in the subgraph \( G(W) \) are also cycles and chords in \( G \).

The fundamental theory of chordal graphs was developed in the 1960s and 1970s, and while the term ‘chordal’ is common today, several other names have appeared in the literature. Chordal graphs have been called rigid-circuit graphs \([74, 88, 46]\), triangulated graphs \([27, 193, 101]\), perfect elimination graphs, decomposable graphs \([146, 58]\), and acyclic graphs \([149]\).

Two complementary approaches to the theory of chordal graphs exist. The first approach, reviewed in §3.3 and §3.4, focuses on properties of vertex separators and cliques in chordal graphs. The second approach emphasizes the role of chordal graphs in sparse matrix factorizations and is discussed in §4. Surveys of the theory of chordal graphs can be found in the articles \([193, 38]\) and the book \([101]\).

3.2 Examples

Examples of graphs that satisfy the definition of chordal graph in a trivial way are the complete graphs, trees and forests (undirected graphs with no cycles), and undirected graphs with no cycles of length greater than three (such graphs are sometimes called cactus graphs \([27\), page 160]).
**k-trees.** A more interesting class of chordal graphs are the *k-trees*, which are defined recursively as follows [193, 194]. Every *k*-tree has at least *k* vertices and the only *k*-tree with *k* vertices is the complete graph. To construct a *k*-tree with *n* > *k* vertices, one adds a vertex to a *k*-tree with *n* − 1 vertices in such way that the new vertex has degree *k* and its neighborhood is complete. Figure [3.2](#) shows two 2-trees constructed as prescribed in the definition, starting with the complete graph of two vertices *a*, *b*. As the name suggests, *k*-trees generalize ordinary trees (the 1-trees).

Chordality of *k*-trees can be shown by induction. A *k*-tree with *k* vertices is chordal because it is complete. Suppose it is true that all *k*-trees with *n* − 1 vertices or less are chordal, and that *G* is a *k*-tree with *n* vertices. Suppose *G* was constructed by adding the vertex *v* to a *k*-tree *G′* with *n* − 1 vertices in such a way that adj(*v*) is complete and deg(*v*) = *k*. All cycles in *G* that do not pass through *v* are cycles in *G′*. By the induction assumption these cycles have a chord if they have length greater than three. A cycle of length greater than three in *G* that passes through *v* must contain at least two vertices in adj(*v*) (namely, the two neighbors of *v* in the cycle). By construction, adj(*v*) is complete, so these two vertices are adjacent and define a chord in the cycle.

**Interval graphs.** Let *V* be a finite family of sets. The *intersection graph* of *V* is the undirected graph (*V*, *E*) with *E* = {(*v*, *w*) | *v*, *w* ∈ *V*, *v* ∩ *w* ≠ ∅}. The intersection graph of a family of intervals on the real line is called an *interval graph*. Figure [3.3](#) shows an example.
Interval graphs have been studied since the 1960s [149, 88, 82] and often arise in scheduling problems. Here, each interval represents the period of time occupied by a certain activity; edges indicate activities that overlap in time [101, 67].

All intervals graphs are chordal [101, page 15]. Indeed, a chordless cycle of length greater than three would correspond to a sequence of four or more intervals on the real line, such that consecutive intervals in the sequence intersect, non-consecutive intervals do not intersect, and the last interval is identical to the first. This is clearly impossible. To prove this more formally, suppose there exists a chordless cycle \((v_0, v_1, \ldots, v_k, v_0)\) of length \(k \geq 4\). Choose points \(a_i \in v_i \cap v_{i+1}\) for \(i = 0, \ldots, k - 1\). This is possible, since \(v_i \cap v_{i+1} \neq \emptyset\). Moreover the points \(a_0, \ldots, a_{k-1}\) are distinct because non-consecutive intervals \(v_i, v_j\) in the cycle have an empty intersection. Now consider any three points \(a_{i-1}, a_i, a_{i+1}\) for \(0 < i < k - 1\). Since \(a_i \neq a_{i-1}\) we either have \(a_i > a_{i-1}\) or \(a_i < a_{i-1}\). Suppose \(a_i > a_{i-1}\). Then we must have \(a_{i+1} > a_i\), because otherwise the interval \((a_{i+1}, a_i)\), which is a subset of \(v_{i+1}\) because its two endpoints are in \(v_{i+1}\), and the interval \((a_i, a_{i-1})\), which is a subset of \(v_{i-1}\), intersect, contradicting the assumption that \(v_{i+1}\) and \(v_{i-1}\) do not intersect. Similarly, one shows that if \(a_i < a_{i-1}\) then \(a_{i+1} < a_i\).

Applying this recursively, we see that either \(a_0 < a_1 < \cdots < a_{k-1}\) or \(a_0 > a_1 > \cdots > a_{k-1}\). However, by the same argument applied to \(a_{k-1}\), \(a_0, a_1\) we find that \(a_{k-1} < a_0\) implies \(a_0 < a_1\) and \(a_{k-1} > a_0\) implies \(a_0 > a_1\), which leads to a contradiction.
Chordal Graphs

Figure 3.4: Split graph. The vertex set can be partitioned in two sets: the first set \( \{a, b, c, d\} \) induces a complete subgraph; the second set \( \{e, f\} \) is independent.

Later we will encounter a more general class of chordal intersection graphs, the tree intersection graphs \((\S 3.7)\). We will also see that every chordal graph can be represented as a tree intersection graph.

**Split graphs.** A graph \( G = (V, E) \) is a split graph if its vertices can be partitioned in two sets such that one set induces a complete subgraph and the other set is independent, \( i.e., \) its vertices are mutually non-adjacent. Therefore the complement of a split graph, the graph \( G^c = (V, E^c) \) with edge set

\[
E^c = \{\{v, w\} \mid v, w \in V, \{v, w\} \notin E\},
\]

is also a split graph. Figure 3.4 shows an example.

Threshold graphs form a class of split graphs \([101, 163]\). A graph \( G = (V, E) \) is a threshold graph if there exists a function \( f : V \to \mathbb{R} \) such that \( \{u, v\} \in E \) if and only if \( f(u) + f(v) > 0 \).

It is easy to see that split graphs are chordal. In fact a graph is a split graph if and only if it is chordal and has a chordal complement \([101\text{ theorem } 6.3]\).

### 3.3 Minimal vertex separator

A set \( S \subseteq V \) is a vertex separator for two vertices \( v, w \) of an undirected graph \( G = (V, E) \), or simply a \( vw \)-separator, if the vertices \( v, w \) are in different connected components of the subgraph \( G(V \setminus S) \). A vertex separator for two vertices \( v, w \) is a minimal vertex separator if no proper subset of it is also a \( vw \)-separator. For example, in the graph of
Figure 3.5: A chordal graph and its five minimal vertex separators.

Figure 3.5, \(\{c,e\}\) is a minimal \(ag\)-separator and \(\{b,c,e\}\) is a minimal \(ad\)-separator. As the example shows, a minimal vertex separator can contain another minimal vertex separator, if they are vertex separators for different vertex pairs. Minimal vertex separators are also called relatively minimal cutsets [74, 46].

Our first theorem is perhaps the most fundamental result in the theory of chordal graphs and is due to Dirac [74, theorem 1].

**Theorem 3.1.** A graph is chordal if and only if all minimal vertex separators are complete.

**Proof.** Suppose every minimal vertex separator in \(G = (V,E)\) is complete. Consider a cycle of length greater than three. We show that the cycle has a chord. Let \(v\) and \(w\) be two non-consecutive vertices in the cycle. If \(v\) and \(w\) are adjacent, the edge \(\{v,w\}\) is a chord. If \(v\) and \(w\) are not adjacent, there exists a \(vw\)-separator (for example, \(S = V \setminus \{v,w\}\))
and every $vw$-separator must contain at least two other non-consecutive vertices of the cycle. Let $S$ be a minimal $vw$-separator and let $x, y \in S$ be two non-consecutive vertices in the cycle different from $v, w$. By assumption, $S$ is complete, so $x, y$ are adjacent. The edge $\{x, y\}$ is a chord in the cycle.

Conversely, suppose $S$ is a minimal $vw$-separator in a chordal graph $G = (V, E)$. Let $C_v$ and $C_w$ be the connected components of $G(V \setminus S)$ that contain $v$ and $w$, respectively. Consider two arbitrary vertices $x, y \in S$. We show that $x$ and $y$ are adjacent. Since $S$ is a minimal vertex separator, $x$ is adjacent to a vertex in $C_v$ and to a vertex in $C_w$ (otherwise $S \setminus \{x\}$ would still be a $vw$-separator, contradicting the assumption that $S$ is minimal). For the same reason, $y$ is adjacent to a vertex in $C_v$ and to a vertex in $C_w$. Choose a path $P_v = (x, v_1, \ldots, v_k, y)$ of minimum length with $k \geq 1$ interior vertices $v_i$ in $C_v$, and a path $P_w = (y, w_1, \ldots, w_l, x)$ of minimum length with $l \geq 1$ interior vertices in $C_w$. Concatenate the two paths to create a cycle $(x, v_1, \ldots, v_k, y, w_1, \ldots, w_l, x)$ of length at least four. Since $G$ is chordal the cycle has a chord. We show that the only possible chord is $\{x, y\}$. First, since $C_v$ and $C_w$ are different connected components of $G(V \setminus S)$, there are no edges $\{v_i, w_j\}$. Moreover, since $P_v$ was chosen to have minimum length, there exist no edges $\{v_i, v_j\}$ for $|i - j| > 1$, $\{v_i, x\}$ for $i > 1$, or $\{v_i, y\}$ for $i < k$. Similarly, since $P_w$ has minimum length, there are no edges $\{w_i, w_j\}$ for $|i - j| > 1$, $\{w_i, x\}$ for $i < l$, or $\{v_i, y\}$ for $i > 1$. This leaves the edge $\{x, y\}$ as only possible chord. □

Note that in the second half of the proof we actually have $k = l = 1$, since $(x, v_1, \ldots, v_k, y, x)$ and $(y, w_1, \ldots, w_l, x, y)$ are chordless cycles, so they have length three. Therefore $x, y \in \text{adj}(\hat{v}) \cap \text{adj}(\hat{w})$ for $\hat{v} = v_1 \in C_v$ and $\hat{w} = w_1 \in C_w$. The following theorem strengthens this result and states that there exist vertices $\hat{v} \in C_v$ and $\hat{w} \in C_w$ that are adjacent to all vertices in the minimal $vw$-separator $S$. This result appears in [46].

**Theorem 3.2.** Let $S$ be a minimal $vw$-separator in a chordal graph. Denote by $C_v$ and $C_w$ the connected components of $G(V \setminus S)$ that contain $v$ and $w$, respectively. Then there exist vertices $\hat{v} \in C_v, \hat{w} \in C_w$ such that $S = \text{adj}(\hat{v}) \cap \text{adj}(\hat{w})$. 
Proof. First note that if $S$ is a $vw$-separator (in any graph, chordal or not) then $\text{adj}($\hat{v}$) \cap \text{adj}(\hat{w}) \subseteq S$ for all $\hat{v} \in C_v$ and $\hat{w} \in C_w$. It is therefore sufficient to show that a minimal $vw$-separator $S$ in a chordal graph satisfies $S \subseteq \text{adj}($\hat{v}$) \cap \text{adj}(\hat{w})$ for some $\hat{v} \in C_v$ and $\hat{w} \in C_w$. Define $\hat{v}$ and $\hat{w}$ as the points in $C_v$ and $C_w$ that have the maximum numbers of neighbors in $S$. We show that $\hat{v}$ and $\hat{w}$ are adjacent to every vertex in $S$. The proof is by contradiction. Suppose there is a point $x$ in $S$ not adjacent to $\hat{v}$. Choose a path $P = (x, v_1, \ldots, v_k, \hat{v})$ of minimum length with interior vertices $v_i \in C_v$. We have $k \geq 1$ because $x$ is not adjacent to $\hat{v}$. Also there are no chords in the path because it has minimum length. Choose an arbitrary $y \in \text{adj}(\hat{v}) \cap S$ and make $P$ into a cycle $(x, v_1, \ldots, v_k, \hat{v}, y, x)$ by adding the edges $\{\hat{v}, y\}$ and $\{y, x\}$. The cycle has length at least four, so it has a chord. Since $P$ is chordless and $\{x, \hat{v}\} \notin E$, all chords are between $y$ and a vertex $v_j$. In particular, $\{y, v_1\}$ is a chord. Since the point $y$ was chosen arbitrarily in $\text{adj}(\hat{v}) \cap S$, we have shown that the vertex $v_1$ is adjacent to all vertices in $\text{adj}(\hat{v}) \cap S$. However $v_1$ is also adjacent to $x \notin \text{adj}(\hat{v})$, and this contradicts the choice of $\hat{v}$ as a vertex in $C_v$ with the maximum number of neighbors in $S$. We conclude that if $\hat{v} \in C_v$ has the maximum number of neighbors in $S$ of all the vertices in $C_v$, then it is adjacent to all vertices $x \in S$, i.e., $S \subseteq \text{adj}(\hat{v})$. By the same argument $S \subseteq \text{adj}(\hat{w})$ and therefore $S \subseteq \text{adj}(\hat{v}) \cap \text{adj}(\hat{w})$. \qed

We note the following important consequence of Theorems 3.1 and 3.2 [16, lemma 2.3]. Since the sets $S \cup \{\hat{v}\}$ and $S \cup \{\hat{w}\}$ define complete subgraphs, and $\hat{v}$ and $\hat{w}$ are not adjacent, the minimal vertex separator $S$ is contained in at least two cliques: there is at least one clique that contains $S \cup \{\hat{v}\}$ and at least one clique that contains $S \cup \{\hat{w}\}$. Cliques that contain $S \cup \{\hat{v}\}$ have vertices in $S \cup C_v$; cliques that contain $S \cup \{\hat{w}\}$ have vertices in $S \cup C_w$.

### 3.4 Simplicial vertex

A vertex $v$ of an undirected graph is simplicial if its neighborhood $\text{adj}(v)$ is complete. The closed neighborhood $\text{adj}(v) \cup \{v\}$ of a simplicial vertex $v$ is a clique and it is the only clique that contains $v$. To see
Figure 3.6: The simplicial vertices in the graph of Figure 3.5 are a, f, i. Note that these are the vertices that do not appear in any of the minimal vertex separators of Figure 3.5.

this, simply note that every complete vertex set \( W \) that contains \( v \) is included in \( \text{adj}(v) \cup \{v\} \). Therefore if \( \text{adj}(v) \cup \{v\} \) is complete, it is the unique maximal complete subgraph that contains \( v \), i.e., a clique. This characterization of simplicial vertices holds regardless of whether the graph is chordal or not.

If \( v \) is not simplicial and \( x, y \) are non-adjacent vertices in \( \text{adj}(v) \), then \( v \) is in every \( xy \)-separator. Every non-simplicial vertex therefore belongs to at least one minimal vertex separator. This holds for all graphs, chordal or not. However, for chordal graphs, the converse also holds. If there exists a minimal vertex separator that contains \( v \), then, as we saw at the end of the previous section, \( v \) is contained in at least two cliques, so it is not simplicial. The vertices of a chordal graph can therefore be partitioned in two groups: the simplicial vertices, which belong to a unique clique, and the elements of minimal vertex separators, which belong to at least two different cliques [193, corollary 2]. This is illustrated in Figure 3.6.

The following two theorems on the existence of simplicial vertices are due to Dirac [74, theorem 4] and Rose [193, lemma 6].

**Theorem 3.3.** Every chordal graph has at least one simplicial vertex. Every non-complete chordal graph has at least two non-adjacent simplicial vertices.

**Proof.** The proof is by induction on the number of vertices \( n \). If \( n = 1 \) the graph is complete and the unique vertex is simplicial. Suppose
G = (V, E) is a chordal graph with n ≥ 2 vertices and the theorem holds for chordal graphs with less than n vertices. If G is complete, all vertices are simplicial and adjacent. Suppose G is not complete and v, w are two non-adjacent vertices. Let S be a minimal vw-separator and denote by C_v, C_w the connected components of G(V \ S) containing v and w, respectively. By Theorem 3.1, S is complete. The two graphs G_v = G(C_v \cup S) and G_w = G(C_w \cup S) are chordal with less than n vertices. Consider G_v. By the induction hypothesis G_v is either complete and all its vertices are simplicial (in G_v) or it has two non-adjacent vertices that are simplicial (in G_v). In the second case, at least one of the simplicial vertices must be in C_v because S is complete and the simplicial vertices are not adjacent. Since no vertex in C_v is adjacent to a vertex in another connected component of G(V \ S), a vertex of C_v that is simplicial in G_v is also simplicial in G. We conclude that C_v contains at least one vertex \hat{v} that is simplicial (in G). By the same argument, C_w contains a simplicial vertex \hat{w}. Moreover \hat{v} and \hat{w} are not adjacent because C_v and C_w are different connected components of G(V \ S).

**Theorem 3.4.** If W is a complete subgraph of a non-complete chordal graph G, then G has a simplicial vertex outside W.

This is an immediate consequence of Theorem 3.3. The graph G has at least two non-adjacent simplicial vertices, and if W is complete, at least one simplicial vertex must be outside W.

### 3.5 Clique tree

A clique tree of a graph G = (V, E) is a tree which has the cliques of G as its vertices. A clique tree T has the **induced subtree property** if for every v ∈ V, the cliques that contain v form a subtree (connected subgraph) of T. We will use the notation R_v for this subtree (or, equivalently, for the vertices of this subtree, i.e., the set of cliques that contain v). An example is shown in Figure 3.7.

Buneman [46, theorem 2.7] and Gavril [92, theorem 3] have shown that chordal graphs are exactly the graphs for which a clique tree with the induced subtree property exists. In this section we show one di-
We will show that when applied to a chordal graph, the following recursive algorithm returns a clique tree with the induced subtree property. The algorithm is ‘conceptual’ because at this point we are not concerned with practical details. Practical methods for computing clique trees will be discussed in Chapter 4.

**Algorithm 3.1 (Clique tree).**

*Input.* A chordal graph $G = (V, E)$.

*Output.* A clique tree $T$ for $G$ with the induced subtree property.

*Algorithm.* If $V$ is a singleton, return $T = (\{V\}, \emptyset)$. Otherwise, find a simplicial vertex $v$ of $G$ and define the clique $W = \text{adj}(v) \cup \{v\}$. Construct a clique tree $T'$ with the induced subtree property for $G' = G(V \setminus \{v\})$. Distinguish two cases.

*Case 1.* If $\text{adj}(v)$ is a clique of $G'$, define $T$ as the tree $T'$ with $W$ substituted for $\text{adj}(v)$.

*Case 2.* If $\text{adj}(v)$ is not a clique of $G'$, let $W'$ be any clique of $G'$ that contains $\text{adj}(v)$. Define $T$ as the tree $T'$ with the vertex $W$ and an edge $\{W, W'\}$ added.

Note that we do not assume that $G$ is connected. If $G$ is not connected, then at some point during the recursion we encounter a simplicial vertex $v$ with $\text{adj}(v)$ empty. Case 2 then applies and since $\text{adj}(v) = \emptyset$ is contained in all cliques of $G'$, we make $W = \{v\}$ adjacent to an arbitrary clique $W'$ of $G'$.
Theorem 3.5. Every chordal graph has a clique tree with the induced subtree property.

Proof. We use induction on the number of vertices to show correctness of Algorithm 3.1. If \( n = 1 \), the algorithm returns the clique tree \( T = (\{V\}, \emptyset) \) which certainly has the induced subtree property. Suppose that \( G \) has \( n \) vertices and the algorithm is correct for chordal graphs with less than \( n \) vertices. As in the algorithm outline, let \( T' \) be a clique tree with the induced subtree property for the subgraph \( G' = G(V \setminus \{v\}) \), where \( v \) is a simplicial vertex of \( G \).

We first verify that the vertices of \( T \) are the cliques of \( G \). Since \( v \) is a simplicial vertex, \( W = \text{adj}(v) \cup \{v\} \) is a clique of \( G \) and it is the only clique of \( G \) that contains \( v \). All other cliques of \( G \) must be cliques of \( G' \). If \( W' \) is a clique of \( G' \) and not equal to \( \text{adj}(v) \), then it includes at least one vertex that is not adjacent to \( v \). Therefore \( W' \cup \{v\} \) is not a complete subgraph of \( G \), and \( W' \) is also a clique of \( G \). If \( W' = \text{adj}(v) \) is a clique of \( G' \), then it is not a clique of \( G \) because it is strictly contained in the clique \( W \). We conclude that the cliques of \( G \) are \( W \) plus all the cliques of \( G' \) with one possible exception: if \( \text{adj}(v) \) happens to be a clique of \( G' \), then it is not a clique of \( G \). The vertices of \( T \) generated by the algorithm are therefore exactly the cliques of \( G \).

Next we show that \( T \) satisfies the induced subtree property. Let \( R'_u \) be the set of cliques in \( G' \) that contain a given vertex \( u \in V \setminus \{v\} \). By the induction assumption each \( R'_u \) forms a tree. Let \( R_u \) be the set of cliques in \( G \) that contain a given vertex \( u \in V \). We need to show that \( R_u \) is a tree for all \( u \in V \). First consider \( u = v \). The only clique of \( G \) that contains \( v \) is \( W \), therefore \( R_u = \{W\} \), a single-vertex tree. Next consider a vertex \( u \in V \setminus \text{adj}(v) \). We have \( R_u = R'_u \) which is a tree by assumption. Finally, consider \( u \in \text{adj}(v) \). We distinguish the two cases in the algorithm. In case 1, \( R_u \) is the tree \( R'_u \) with \( \text{adj}(v) \) replaced by \( W \). In case 2, \( R_u \) is the tree \( R'_u \) with the vertex \( W \) added and made adjacent to a vertex \( W' \) of \( R_u \). In both cases, \( R_u \) is a tree. \( \Box \)

From Algorithm 3.1 we obtain a simple bound on the number of cliques in a chordal graph. Since in each cycle of the algorithm a different vertex \( v \) is considered and at most one new clique is added, the
The number of cliques is bounded by the number of vertices \( n \). (In fact, the only chordal graph with \( n \) vertices and \( n \) cliques is the graph with \( n \) isolated vertices. A connected chordal graph has at most \( n - 1 \) cliques.)

The induced subtree property is also referred to as the running intersection property \([35]\) because it can be rephrased as follows. If two cliques \( W \) and \( W' \) intersect, then \( W \cap W' \) is included in all the cliques on the path in the clique tree between \( W \) and \( W' \). This is easily seen to be equivalent to the induced subtree property. For every vertex \( v \) in the intersection of \( W \) and \( W' \), the cliques \( W \) and \( W' \) are in the induced subtree \( R_v \). Therefore all cliques on the path between \( W \) and \( W' \) are also in the subtree.

### 3.6 Rooted clique tree

Clique trees provide very useful information about the structure of the graph. For example, the edges in the clique tree provide a complete list of the minimal vertex separators. This is most easily explained in terms of a rooted clique tree. Let \( T \) be a clique tree with the induced subtree property. Pick an arbitrary clique as the root of \( T \) and denote the parent function in the rooted clique tree as \( p_c(W) \).

Each non-root clique \( W \) can then be partitioned in two sets:

\[
\text{sep}(W) = W \cap p_c(W), \quad \text{res}(W) = W \setminus \text{sep}(W). \tag{3.1}
\]

For the root clique \( W \) we define \( \text{res}(W) = W \). The sets \( \text{sep}(W) \) will be called the clique separators and the sets \( \text{res}(W) \) the clique residuals. These definitions are illustrated in Figure 3.8 for the clique tree in Figure 3.7. The two rows shown at each vertex of the clique tree correspond to the partitioned clique: the top row is \( \text{sep}(W) \), the bottom row is \( \text{res}(W) \).

Two important properties follow immediately from the induced subtree property and the definition of clique separators and residuals. For future reference we state them as a theorem.

**Theorem 3.6.** Let \( G = (V, E) \) be a chordal graph and let \( T \) be a rooted clique tree with the induced subtree property. Define \( \text{sep}(W) \) and \( \text{res}(W) \) as in (3.1).
Figure 3.8: Clique tree of Figure 3.7 as a rooted clique tree with root \{c, e, g\}. The top row of each vertex is the intersection of the clique with its parent clique (the clique separator). These sets are the minimal vertex separators of the graph. The bottom row is the clique residual.

- The clique residuals partition \(V\): every vertex \(v \in V\) belongs to exactly one clique residual \(\text{res}(W)\).
- For each \(v \in V\), the clique \(W\) for which \(v \in \text{res}(W)\) is the root of the induced subtree \(R_v\) of cliques that contain \(v\). The other vertices of \(R_v\) are the cliques that contain \(v\) in \(\text{sep}(W)\).

**Proof.** If \(v \in \text{sep}(W)\) then \(v \in p_v(W)\), by definition of \(\text{sep}(W)\). This simple fact implies that if \(v \in W\), then \(v \in p^k_v(W)\) for \(j = 0, 1, \ldots, k\) where \(k \geq 0\) satisfies \(v \in \text{res}(p^k_v(W))\). Such an integer \(k\) exists because \(\hat{W} = \text{res}(\hat{W})\) for the root of the clique tree. This, combined with the fact that the cliques that contain \(v\) form a subtree (Theorem 3.5), implies that \(v\) is in exactly one set \(\text{res}(W)\) and that this clique \(W\) is the root of the induced subtree. \(\square\)

The terminology for \(\text{sep}(W)\) is motivated by the following theorem, which states that the clique separators in the clique tree are the minimal vertex separators of the graph [38, theorem 4.3].

**Theorem 3.7.** Let \(G = (V, E)\) be a chordal graph and let \(T\) be a rooted clique tree of \(G\) with the induced subtree property. The clique separators \(\text{sep}(W)\) where \(W\) ranges over all non-root cliques, are the minimal vertex separators of \(G\).
Proof. Consider any non-root clique $W$. We show that the clique separator $\text{sep}(W)$ is a minimal vertex separator. Removal of the edge $\{W, p_c(W)\}$ in the clique tree decomposes the clique tree in two connected subtrees. Let $T_1$ be the set of cliques in the subtree containing $W$, i.e., $W$ and all its descendants in the clique tree. Let $T_2$ the set of cliques in the subtree containing $p_c(W)$, i.e., all cliques that are not descendants of $W$. The sets

$$\text{sep}(W), \quad V_1 = \bigcup_{\bar{W} \in T_1} \bar{W} \setminus \text{sep}(W), \quad V_2 = \bigcup_{\bar{W} \in T_2} \bar{W} \setminus \text{sep}(W)$$

partition $V$. (It is obvious that the union of the three sets is $V$. Moreover $V_1$ and $V_2$ do not intersect because if $v \in V_1 \cap V_2$, then $v$ is an element of a clique in $T_1$ and a clique in $T_2$, and, by the induced subtree property, an element of all the cliques on the path between these two cliques. Hence $v \in \text{sep}(W)$, contradicting the definition of $V_1$ and $V_2$.) Moreover there exists no edge $\{v_1, v_2\}$ with $v_1 \in V_1$ and $v_2 \in V_2$, because this would mean there is a clique containing $v_1$ and $v_2$. This clique must be either in $T_1$ or in $T_2$, implying that $v_1, v_2 \in V_1$ or $v_1, v_2 \in V_2$. We conclude that $\text{sep}(W)$ separates $V_1$ and $V_2$. To see that $\text{sep}(W)$ is in fact a minimal vertex separator it is sufficient to note that $\text{sep}(W)$ is a subset of two cliques $W$ and $p_c(W)$, and therefore every vertex in $\text{sep}(W)$ is adjacent to all vertices in $\text{res}(W) = W \setminus \text{sep}(W)$ and all vertices in $p_c(W) \setminus \text{sep}(W)$. Therefore $\text{sep}(W)$ is a minimal $ab$-separator for any $a \in \text{res}(W)$ and $b \in p_c(W) \setminus \text{sep}(W)$.

To show the converse, let $S$ be a minimal $uv$-separator. Let $R_u$ and $R_v$ be the induced subtrees of the clique tree with the cliques that contain $u$ and $v$, respectively. These subtrees are disjoint because $u$ and $v$ are not adjacent. Therefore there exists a (unique) path $(W_0, W_1, \ldots, W_r)$ in the clique tree with $u \in W_0$, $u \not\in W_i$ for $1 \leq i \leq r$, $v \in W_r$, $v \not\in W_i$ for $0 \leq i < r$. Define $S_i = W_i \cap W_{i+1}$ for $i = 0, \ldots, r-1$. From the first part of the proof, we know that each set $S_i$ is a separator of two sets, one including $u$, the other including $v$, i.e., every edge $\{W_i, W_{i+1}\}$ on the path defines a $uv$-separator $S_i$. We show that one of these $uv$-separators is equal to $S$. Since $S$ is a minimal separator we cannot have $S_i \subset S$. Therefore, if $S_i \neq S$, we can choose a vertex $x_i \in S_i \setminus S$. If $S_i \neq S$ for $i = 0, \ldots, r-1$, this gives a path
(u, x₀, ..., xᵣ₋₁, v) in G from u to v with interior vertices outside S, contradicting the assumption that S is a uv-separator. Hence we must have Sᵢ = S for at least one i. □

Note that a chordal graph can have several clique trees, and for the same clique tree the definition of the sets sep(W) and res(W) depends on the choice of root. However all clique trees have the same vertices (namely, the cliques of G) and the same clique separators (namely, the minimal vertex separators of G).

We can now also bound the number of minimal vertex separators. Since there are at most n cliques in a chordal graph with n vertices, there are at most n − 1 edges in a clique tree and, hence, at most n − 1 minimal vertex separators. The number of minimal vertex separators is not necessarily equal to the number of edges in the clique tree (the number of cliques minus one), because the same minimal vertex separator can appear more than once as a clique separator.

3.7 Tree intersection graph

In §3.5 (Algorithm 3.1) we showed how to construct a clique tree with the induced subtree property for a chordal graph G. Conversely, we can easily construct the graph G = (V, E) from a clique tree T for it: the vertex set V is the union of all the vertices of T; two vertices u and v are adjacent if and only the induced subtrees Rᵤ and Rᵥ intersect, i.e., there exists at least one clique that contains both u and v.

This construction of a graph G from the clique tree is an example of a more general class of graphs, known as tree intersection graphs. Let \{Rᵥ | v ∈ V\} be a family of subtrees of a tree T, indexed by a parameter v. The intersection graph associated with the family of subtrees is an undirected graph G = (V, E) in which each vertex represents a subtree Rᵥ and an edge \{v, w\} ∈ E indicates that Rᵥ ∩ Rₜ ≠ ∅ Here we do not distinguish between a tree and its vertex set: Rᵥ ∩ Rₜ denotes the set of vertices common to Rᵥ and Rₜ, as well as the subtree of T defined by those vertices; see Figure 3.9.

Gavril [92] and Buneman [46, theorem 2.1] have shown that all tree intersection graphs are chordal (see also [101, theorem 4.8]).
Figure 3.9: Five subtrees of the tree in Figure 2.4, and the associated tree intersection graph.

**Theorem 3.8.** Let \( \{R_v \mid v \in V\} \) be a family of subtrees of a tree \( T \) and \( G = (V, E) \) the associated tree intersection graph. Then \( G \) is chordal.

**Proof.** By contradiction. Suppose there exists a chordless cycle \((v_0, v_1, \ldots, v_k=v_0)\) of length \( k \geq 4 \) in \( G \). We show that this implies there exists a cycle in \( T \), contradicting the fact that \( T \) is a tree. To simplify the indexing we define \( R_i = R_{v_i}, i = 0, \ldots, k \).

Since the cycle is chordless, the subtrees \( R_i \) and \( R_j \) intersect only if \(|i-j| \mod k \leq 1\). For \( i = 0, \ldots, k-1 \), define \( S_i = R_i \cap R_{i+1} \). The sets \( S_i \) form nonempty subtrees of \( T \), and are mutually disjoint because the intersection of any three or more subtrees \( R_j \) is empty. We can therefore define paths \( P_1, \ldots, P_k, P_0', \ldots, P_{k-1}' \) as follows. For \( i = 1, \ldots, k-1 \), the path \( P_i \) starts at a vertex in \( S_{i-1} \), ends at a vertex in \( S_i \), and has interior vertices that are in \( R_i \) but outside \( S_i \) and \( S_{i+1} \). The path \( P_k \) starts at a vertex in \( S_{k-1} \), ends at a vertex in \( S_0 \), and its interior vertices are in \( R_0 = R_k \) but outside \( S_{k-1} \) and \( S_0 \). For \( k = 1, \ldots, k-1 \), the path \( P_i' \) starts at the end point of path \( P_i \) and ends at the starting point of \( P_{i+1} \), and therefore has vertices in \( S_i \). The path \( P_0' \) starts at the end point of \( P_k \) and ends at the starting point of \( P_1 \), and therefore has vertices in \( S_0 \). Concatenating the paths \( P_0', P_1, P_1', \ldots, P_{k-1}', P_{k-1}' \), \( P_k \) gives a cycle in \( T \). \( \square \)
3.8 Junction tree

Combining Theorems 3.5 and 3.8 we conclude that a graph is chordal if and only if it can be expressed as the tree intersection graph of a family of subtrees \( \{R_v \mid v \in V\} \). In §3.5 we already described one method for representing a chordal graph as a tree intersection graph. In this representation the tree is a clique tree with the induced subtree property; the subtrees \( R_v \) are formed by the cliques that contain a specific vertex \( v \). Later we will encounter several generalizations of clique trees, in which the condition that its vertices are maximal complete subgraphs is omitted. In the generalized definition a chordal graph \( G = (V, E) \) is represented as the tree intersection graph of a tree \( T \) that satisfies the following properties.

- The vertices of \( T \) are subsets of \( V \) that induce complete subgraphs of \( G \). The subgraphs induced by the vertices \( W \) of \( T \) cover \( G \), i.e., \( V \) is the union of the vertices \( W \) of \( T \) and \( E \) is the union of the sets \( E(W) \).

- The vertices of \( T \) that contain a given vertex \( v \in V \) form a subtree \( R_v \) of \( T \).

In artificial intelligence and machine learning a tree with these properties is called a junction tree [58, section 4.3] or a join tree [22, 184, 64].
In this chapter we develop a view of chordal graphs that is complementary to the clique tree representation of the previous chapter. We show that chordal graphs are exactly the undirected graphs for which a perfect elimination ordering exists.

4.1 Filled graph

An ordered graph $G = (V,E,\sigma)$ is filled or monotone transitive if all higher neighborhoods $\text{adj}^+(v)$ induce complete subgraphs: for all $v \in V$,

\[ w, z \in \text{adj}^+(v) \implies \{w,z\} \in E. \quad (4.1) \]

Equivalently,

\[ i < j < k, \quad \{\sigma(i), \sigma(j)\} \in E, \quad \{\sigma(i), \sigma(k)\} \in E \implies \{\sigma(j), \sigma(k)\} \in E. \quad (4.2) \]

Figure 4.1 shows an example. Monotone transitivity is easily verified from the array representation in the figure: for each column $i$, if it contains entries in rows $j$ and $k$, with $i < j < k$, then column $j$ has an entry in row $k$. 
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4.1. Filled graph

Figure 4.1: Left. Filled graph with 9 vertices. The number next to each vertex is the index $\sigma^{-1}(v)$. Right. Array representation of the same graph.

If the ordered graph is interpreted as a directed graph with edges oriented from lower to higher index (as described in §2.2), then monotone transitivity means that if there are edges from $v$ to $w$ and from $v$ to $z$, then $w$ and $z$ are adjacent, i.e., there is an edge from $w$ to $z$ or from $z$ to $w$.

Another useful formulation of monotone transitivity is as follows. If two vertices $w$ and $z$ in a filled graph are connected by a path $(v_0 = w, v_1, \ldots, v_{k-1}, v_k = z)$ with interior vertices that precede $w$ and $z$ in the ordering (i.e., $\sigma^{-1}(v_i) < \min\{\sigma^{-1}(w), \sigma^{-1}(z)\}$ for $i = 1, \ldots, k - 1$), then $w$ and $z$ are adjacent. This follows by repeated application of monotone transitivity. Let $v_i$ be the interior vertex of the path with the lowest index $\sigma^{-1}(v_i)$. By monotone transitivity its two neighbors in the path are adjacent and form a chord in the path. Therefore there exists a shorter path $(v_0 = w, \ldots, v_{i-1}, v_{i+1}, \ldots, v_k = z)$ from $w$ to $z$ with interior vertices that precede $w$ and $z$. Continuing this process one can remove all interior vertices and eventually arrives at a single-edge path $(w, z)$.

The same property can be stated in another interesting form: if $(v_0 = w, v_1, \ldots, v_{k-1}, v_k = z)$ is a chordless path, then

$$\sigma^{-1}(v_i) \geq \min\{\sigma^{-1}(w), \sigma^{-1}(z)\}, \quad i = 1, \ldots, k - 1.$$ 

The function $\sigma^{-1} : V \to \{1, 2, \ldots, n\}$ therefore satisfies a generalized quasiconcavity property. Recall that a function $f : \mathbb{R}^n \to \mathbb{R}$ is quasi-
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concave if \( f(v) \geq \min\{f(w), f(z)\} \) for all \( v \) on the line segment \([w, z]\).

In the generalized definition, \( \mathbb{R}^n \) is replaced by the vertex set \( V \) of an undirected graph and line segments in \( \mathbb{R}^n \) are replaced by chordless paths in the graph [204].

An immediate consequence of monotone transitivity is that \( G = (V, E) \) is chordal. To see this, consider a cycle of length greater than three in \( G \). Let \( v \) be the vertex in the cycle with least index \( \sigma^{-1}(v) \) and let \( w, z \) be the two neighbors of \( v \) in the cycle. The vertices \( w \) and \( z \) are in \( \text{adj}^+(v) \) and are adjacent if the graph is monotone transitive. The edge \( \{w, z\} \) is a chord in the cycle.

In the next section (Theorem 4.1) we will see that the converse holds: if \( G \) is chordal then there exists an ordering \( \sigma \) for which \( G_\sigma \) is a filled graph.

### 4.2 Perfect elimination ordering

An ordering \( \sigma \) of an undirected graph \( G = (V, E) \) is called a perfect elimination ordering of \( G \) if the ordered graph \( G_\sigma = (V, E, \sigma) \) is filled. (The term ‘elimination’ will be explained in Chapter 6.) Fulkerson and Gross have shown that the graphs for which a perfect elimination ordering exists are exactly the chordal graphs [88, page 851]. This explains why chordal graphs are also known as perfect elimination graphs.

**Theorem 4.1.** A graph is chordal if and only if it has a perfect elimination ordering.

**Proof.** The ‘if’-part was shown in §4.1. The ‘only if’-part can be proved by induction on the number of vertices \( n \). The case \( n = 1 \) is trivial. Suppose \( G \) is a chordal graph with \( n > 1 \) vertices, and every chordal graph with fewer than \( n \) vertices has a perfect elimination ordering. By Dirac’s simplicial vertex theorem (Theorem 3.3) the graph \( G \) has a simplicial vertex \( v \). The subgraph \( G' = G(V \setminus \{v\}) \) is chordal with less than \( n \) vertices, so by the induction hypothesis it has a perfect elimination ordering \( \sigma' \). Define an ordering \( \sigma \) for \( G \) by

\[
\sigma(1) = v, \quad \sigma(i) = \sigma'(i - 1), \quad i = 2, \ldots, n.
\]
We verify that $\sigma$ is a perfect elimination ordering for $G$. Since $v$ is the first vertex in the ordering, its higher neighborhood is $\text{adj}(v)$ and this set is complete because $v$ is simplicial in $G$. The higher neighborhoods of the vertices $w \neq v$ in $G_\sigma$ are the same as in $G'_\sigma$, and are complete because $\sigma'$ is a perfect elimination ordering of $G'$.

The inductive proof suggests a conceptual recursive algorithm for finding a perfect elimination ordering: for $i = 1, \ldots, n$, choose $\sigma(i) = v$ where $v$ is a simplicial vertex of $G(V \setminus \{\sigma(1), \ldots, \sigma(i-1)\})$. The method succeeds in finding a perfect elimination ordering if and only if the graph is chordal. This is called simplicial elimination.

A perfect elimination ordering for a chordal graph is also easily obtained from a rooted clique tree with the induced subtree property. Recall from §3.6 that the clique residuals $\text{res}(W)$ partition the vertex set $V$. Suppose there are $l$ cliques, and let $\beta$ be a topological ordering of the clique tree ($W \preceq_\beta p_c(W)$ for every clique $W$). We order the vertices in $V$ by visiting the cliques $W$ in topological order and assigning consecutive numbers to the vertices in the clique residuals. More specifically, for $i = 1, \ldots, l$, let $W = \beta(i)$ and number the vertices in $\text{res}(W)$ so that

$$\{\sigma^{-1}(v) \mid v \in \text{res}(W)\} = \{n_i + 1, \ldots, n_i + |\text{res}(W)|\}$$

where $n_i = \sum_{W' \prec_\beta W} |\text{res}(W')|$. To see that this is a perfect elimination ordering, we have to verify that for every vertex $v$, the higher neighborhood $\text{adj}^+(v)$ is complete. Consider a vertex $w \in \text{adj}^+(v)$. Since $w$ is adjacent to $v$, it belongs to at least one clique that also contains $v$, i.e., a clique in the induced subtree of cliques that contain $v$. The root of the induced subtree is the clique $W$ for which $v \in \text{res}(W)$. Suppose $w \in W'$ and $W'$ is a proper descendant of $W$ in the clique tree. If $w \in \text{res}(W')$, then by construction of the ordering, $w \prec_\sigma v$ so $w \notin \text{adj}^+(v)$. Therefore if $w \in \text{adj}^+(v) \cap W'$ and $W'$ is a proper descendant of $W$, then $w \in \text{sep}(W')$ and hence $w \in p_c(W')$. By repeated application of this argument, we find that $w$ is also an element of $W$, the root of the induced subtree of cliques that contain $v$. We conclude that $\text{adj}^+(v) \subset W$ and therefore $\text{adj}^+(v)$ is complete.
The perfect elimination ordering derived from a clique tree is generally not unique. We can use any topological ordering $\beta$ of the clique tree to number the cliques, and for the same ordering $\beta$, use any consecutive ordering for the vertices in the clique residuals.

More practical methods for finding perfect elimination orderings and verifying chordality will be discussed in §4.7. Rose’s simplicial vertex theorem (Theorem 3.4) is important in this context. It can be used to show, using an inductive argument similar to the proof of Theorem 4.1, that if $W$ is any complete subgraph of a chordal graph, then there exists a perfect elimination ordering that orders the vertices in $W$ last. In particular, for any given vertex $w$, there is a perfect elimination ordering that orders $w$ last ($\sigma(n) = w$). Therefore, while the first vertex in a perfect elimination ordering must be simplicial, the last vertex can be chosen arbitrarily.

### 4.3 Elimination tree

In §3.6 and §3.7 we described how every chordal graph $G$ can be represented as the tree intersection graph of an associated junction tree (namely, a clique tree with the induced subtree property). If a perfect elimination ordering for $G$ is known, there is a more straightforward representation of $G$ as the tree intersection graph of a junction tree, based on the elimination tree associated with the filled graph $G_\sigma$. For simplicity we will assume that $G$ is connected (however, all results extend to unconnected graphs).

Let $G_\sigma = (V, E, \sigma)$ be a connected filled (monotone transitive) graph with $n$ vertices. The elimination tree of $G_\sigma$ is a rooted tree with vertices $V$ and root $\sigma(n)$. The parent $p(u)$ of a non-root vertex $u$ is defined as the first vertex in $\text{adj}^+(u)$:

$$p(u) = \arg\min\{\sigma^{-1}(v) \mid v \in \text{adj}^+(u)\}.$$  

The parent function is well defined because $\text{adj}^+(u)$ is non-empty for $u \neq \sigma(n)$. Indeed, suppose $u \neq \sigma(n)$ and $\text{adj}^+(u)$ is empty. Since $G$ is connected, there exists a path $(u, v_1, \ldots, v_{k-1}, w)$ from $u$ to some vertex $w \succ u$ with interior vertices $v_i$ that precede $u$ and $w$. By monotone transitivity, this implies $u$ and $w$ are adjacent, contradicting our
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Figure 4.2: Filled graph and elimination tree.

assumption that \( \text{adj}^+(u) \) is empty. From the definition of the parent function, it is also clear that \( u \prec_\sigma p(u) \) for all non-root vertices \( u \), so the graph with vertices \( V \) and edges \( \{u, p(u)\} \) is acyclic, i.e., a tree, and the ordering \( \sigma \) is a topological ordering of the tree. An example is shown in Figure 4.2.

Monotone transitivity implies that all elements of \( \text{adj}^+(u) \) are mutually adjacent. In particular,

\[
\text{adj}^+(u) \subseteq \text{col}(p(u)) = \{p(u)\} \cup \text{adj}^+(p(u)) \tag{4.3}
\]

for every non-root vertex \( u \). Repeated application of this inclusion gives

\[
\text{adj}^+(u) \subseteq \{p(u), p^2(u), \ldots, p^k(u)\} \cup \text{adj}^+(p^k(u)) \tag{4.4}
\]

for \( k = 1, \ldots, \text{lev}(u) \), where \( p^i(u) \) is the parent of \( u \) of degree \( i \) and \( \text{lev}(u) \) is the depth of \( u \) in the elimination tree. For \( k = \text{lev}(u) \), \( p^k(u) \) is the root of the elimination tree and (4.4) reduces to

\[
\text{adj}^+(u) \subseteq \{p(u), p^2(u), \ldots, p^k(u)\}.
\]

This shows that the elements of \( \text{adj}^+(u) \) are proper ancestors of \( u \) in the elimination tree. In other words, adjacent vertices in a filled graph are ancestor-descendant pairs in the elimination tree: if \( u \) and \( v \) are adjacent then \( u \) is a proper ancestor of \( v \) (if \( u \succ v \)) or a proper
descendant (if $u < v$). In Figure 4.2 for example, we can conclude from the elimination tree that $\text{adj}(h) \subseteq \{g, i, o, p, q\}$.

There exists a close similarity between elimination trees and clique trees. To develop this connection, it is useful to identify each vertex $u$ in the elimination tree with its closed higher neighborhood $\text{col}(u)$. Each of these sets $\text{col}(u)$ is a complete subgraph of $G$ and can be partitioned in two sets: $\text{adj}^+(u)$ (which, by (4.3), is included in the parent set $\text{col}(p(u))$) and the remainder, $\{u\}$. This corresponds to the partitioning of a clique $W$ into a clique separator $\text{sep}(W)$ (the intersection of $W$ and the parent of $W$ in the clique tree) and the clique residual $\text{res}(W)$. When interpreted this way, the expanded elimination tree is a junction tree, as defined in §3.8 [153, section 4.2]. Its vertices $\text{col}(v)$ are complete subgraphs of $G$, and for every given $v$, the set

$$\text{row}(v) = \{u \mid v \in \text{col}(u)\}$$

forms a subtree of the elimination tree, with root $v$. This follows from (4.4) which implies that if $v \in \text{adj}^+(u)$, then $v \in \text{col}(p^j(u))$ for $j = 1, \ldots, k$, where $k$ satisfies $p^k(u) = v$. In other words, if $v \in \text{adj}^+(u)$, then $v \in \text{col}(w)$ for all vertices $w$ on the path between $u$ and $v$ in the elimination tree. For this reason the closed lower neighborhoods $\text{row}(v)$ are also called the row subtrees. This is illustrated in Figure 4.3 for the example of Figure 4.2. As an example,

$$\text{row}(o) = \{o\} \cup \text{adj}^-(o) = \{a, c, d, e, g, h, i, o\}$$

is a subtree of the elimination tree in (4.2), with root $o$ and leaves $a, g$. In the expanded elimination tree of Figure 4.3 the vertices of this subtree are the sets $\text{col}(v)$ that contain $o$.

The inclusions (4.4) imply some important inequalities involving the higher degrees $\deg^+(v) = |\text{adj}^+(v)|$. Comparing the number of elements in the sets on the left- and right-hand sides gives

$$\deg^+(u) \leq k + \deg^+(p^k(u)), \quad k = 1, \ldots, \text{lev}(u). \quad (4.5)$$

The inequality in (4.5) holds with equality if and only if

$$\text{adj}^+(u) = \{p(u), p^2(u), \ldots, p^k(u)\} \cup \text{adj}^+(p^k(u)).$$
4.3. **Elimination tree**

Figure 4.3: The junction tree obtained from the elimination tree of Figure 4.2. In the junction tree we replace each vertex \( v \) of the elimination tree with its closed neighborhood \( \text{col}(v) \). Each vertex \( \text{col}(v) \) is partitioned as \( \text{col}(v) = \{v\} \cup \text{adj}^+(v) \), with \( v \) shown in the bottom row and \( \text{adj}^+(v) \) in the top row. Monotone transitivity implies that \( \text{adj}^+(v) \subseteq \text{col}(p(v)) \) for every non-root vertex \( v \): the elements of the top row of a tree vertex are included in the parent vertex.

Moreover, if the inequality in (4.5) holds with equality for \( k = j \), then it holds with equality for \( 1 \leq k \leq j \). If the inequality in (4.5) is a strict inequality for \( k = j \), then it is a strict inequality for \( j \leq k \leq \text{lev}(u) \).

The higher degree inequalities are important in applications where filled graphs are constructed by graph elimination of non-chordal graphs (see Chapter 6), and the elimination tree and the higher degrees can be efficiently computed from the original, non-filled graph, without explicitly constructing the filled graph. For example, the relations between the higher degrees allow us to identify the leading elements of the higher neighborhoods by examining the elimination tree and the
higher degrees. Suppose, for example, that we are given the elimination
tree in Figure 4.2 plus the additional information that
\[ \deg^+(a) = 4, \quad \deg^+(c) = 3, \quad \deg^+(d) = 2, \quad \deg^+(e) = 3. \]
Then
\[ \deg^+(a) = 1 + \deg^+(p(a)) = 2 + \deg^+(p^2(a)) < 3 + \deg^+(p^3(a)), \]
and without knowing more about the graph we can conclude that
\[ \text{adj}^+(a) = \{c, d\} \cup \text{adj}^+(d) = \{c, d, e, \ldots\}. \]

4.4 Clique tree from elimination tree

In this section we describe how the cliques in a filled graph can be
found from the elimination tree and the higher degrees of the vertices.
We also show how to construct a clique tree with the induced subtree
property based on the same information.

Consider a clique \( W \) in a filled graph \( G_{\sigma} = (V, E, \sigma) \) and let \( v = \arg\min \{\sigma(w) \mid w \in W\} \) be the lowest vertex in \( W \). Every vertex \( w \neq v \) in the clique belongs to \( \text{adj}^+(v) \), since \( w \succ v \) by choice of \( v \), and \( w \) and \( v \) are adjacent because \( w \) and \( v \) belong to the same clique. Therefore \( W \subseteq \text{col}(v) \) and, since \( W \) is a maximal complete subgraph, \( W = \text{col}(v) \).

We conclude that every clique can be expressed as \( W = \text{col}(v) \) where \( v \) is the lowest vertex of \( W \) [88, page 852] [91, page 183] [150, proposition 2]. This fact provides another easy proof that a connected chordal graph with \( n \) vertices has at most \( n - 1 \) cliques. The vertex \( v \) is called the representative vertex of the clique \( W = \text{col}(v) \).

Enumerating the cliques in a filled graph therefore amounts to finding
the representative vertices. The following simple criterion only re-
quires the elimination tree and the higher degrees [188, page 185].

**Theorem 4.2.** Let \( T \) be the elimination tree of a connected filled graph.
A vertex \( v \) is a representative vertex if and only if
\[ \deg^+(w) < \deg^+(v) + 1 \quad \forall w \in \text{ch}(v), \]  
where \( \text{ch}(v) \) denotes the set of children of \( v \) in \( T \).
4.4. Clique tree from elimination tree

Proof. It follows from (4.5) that \( \deg^+(w) \leq \deg^+(v) + 1 \) for all \( w \in \text{ch}(v) \). We show that \( v \) is not a representative vertex if and only if \( \deg^+(w) = \deg^+(v) + 1 \) for at least one child \( w \) of \( v \).

The set \( \text{col}(v) \) is not a clique if and only if \( \text{col}(v) \subset \text{col}(u) \) for a representative vertex \( u \neq v \). The vertex \( u \) must be a proper descendant of \( v \), because otherwise \( v \) and \( u \) cannot be adjacent. From (4.4) this implies that \( \text{col}(v) \subset \text{col}(w) \) for all \( w \) on the path from \( u \) to \( v \) in \( T \) and, in particular, for the child \( w \) of \( v \) on this path. In other words, \( \text{col}(v) \) is not a clique if and only if \( \text{col}(v) \subset \text{col}(w) \) for some child \( w \) of \( v \).

This last condition is equivalent to \( \deg^+(v) = \deg^+(p^{n_v}(v)) + n_v \). (In [150] and [188] the notation \( \text{new}(v) \) is used for \( \text{snd}(v) \).) A maximal supernode partition can be constructed recursively, by visiting the vertices in the elimination tree in topological order. We initialize the supernodes \( \text{snd}(u), u \in V^c \), as empty sets. We use a topological order (i.e., every vertex is visited before its parent) to assign the vertices \( v \) of the elimination tree to supernodes. If \( v \) is a representative vertex, we add \( v \) to \( \text{snd}(v) \). If \( v \) is not a representative vertex, then, by Theorem 4.2, \( v \) has at least one child \( w \) with \( \deg^+(w) = \deg^+(v) - 1 \). We arbitrarily select a child \( w \) with this property and add \( v \) to the maximal supernode \( \text{snd}(u) \) that contains \( w \). After processing all the vertices...
in the elimination tree, the sets \( \text{snd}(v) \) partition \( V \) and satisfy (4.7) and (4.8). Note that the partition is not unique in general, because for every non-representative vertex \( v \) there may be more than one child \( w \) with \( \deg^+(w) = \deg^+(v) - 1 \). Figures 4.4 and 4.5 show two maximal supernode partitions for the elimination tree of Figure 4.2.

The maximal supernodes can be arranged in a **supernodal elimination tree** \( T^c \). The vertex set of \( T^c \) is \( V^c \) (or, equivalently, the maximal supernodes \( \{ \text{snd}(v) \mid v \in V^c \} \)). The root of \( T^c \) is the representative of the supernode \( \text{snd}(v) \) that contains the root of the elimination tree \( \sigma(n) \). For every other representative \( v \in V^c \), we define the **first ancestor** \( a(v) \) as the parent in the elimination tree of the highest element of \( \text{snd}(v) \): if \( \text{snd}(v) = \{v, p(v), \ldots, p^n(v)\} \) and \( \text{lev}(v) > n_v \), then \( a(v) = p^n(v+1) \) (the name ‘first ancestor’ is from 150, 158). The parent \( q(v) \) of \( v \) in \( T^c \) is the representative vertex of the supernode that contains \( a(v) \), i.e., \( q(v) \) is defined by the relation

\[
a(v) \in \text{snd}(q(v)).
\]
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This defines \( q(v) \) unambiguously because the sets \( \text{snd}(u) \) partition \( V \) so \( a(v) \) belongs to exactly one supernode \( \text{snd}(u) \). The graph with vertex set \( V^c \) and edges \( \{v, q(v)\} \) is acyclic (i.e., a tree), because the definition (4.9) implies the ordering \( a(v) \prec_\sigma a(q(v)) \). The supernodal elimination trees for the maximal supernode partitions of Figures 4.4 and 4.5 are shown in Figure 4.6.

Theorem 4.3. Let \( T^c \) be a supernodal elimination tree of a filled graph \( G_\sigma = (V, E, \sigma) \), based on a partition of \( V \) in maximal supernodes \( \text{snd}(v) \). Then for all non-root vertices \( v \in V^c \),

\[
\text{col}(v) \setminus \text{snd}(v) \subset \text{col}(q(v)),
\]

where \( q(v) \) is the parent of \( v \) in \( T^c \). For any given \( u \in V \), the set \( \{v \in V^c \mid u \in \text{col}(v)\} \) is a subtree of \( T^c \), with as root the vertex \( v \) that contains \( u \) in \( \text{snd}(v) \).
Figure 4.6: The supernodal elimination trees for the maximal supernode partition in Figure 4.4 (left) and Figure 4.5 (right). The first vertex in each rectangle is the representative vertex of the supernode.

Proof. The identity \( \text{col}(v) = \text{snd}(v) \cup \text{adj}^+(p^n(v)) \) holds by definition of \( \text{snd}(v) \) (see equation (4.7)). Therefore, if \( v \) is not the root of \( T^c \),

\[
\text{col}(v) \setminus \text{snd}(v) = \text{adj}^+(p^n(v)) \\
\subseteq \{a(v)\} \cup \text{adj}^+(a(v)) \\
\subseteq \text{col}(q(v)).
\]

The second line follows from the fact that \( a(v) = p^n+1(v) \). The last line follows from \( a(v) \in \text{col}(q(v)) \). Moreover, (4.10) is a strict inclusion because \( v \) and \( q(v) \) are different representative vertices, and the clique \( \text{col}(q(v)) \) cannot be subset of another clique \( \text{col}(v) \).

The induced subtree property follows from (4.10). For any given \( u \in V \), there is a unique representative vertex \( v \) for which \( u \in \text{snd}(v) \). Suppose \( u \in \text{col}(w) \) where \( w \) is a representative vertex different from \( v \). Then \( u \notin \text{snd}(w) \), and therefore \( u \in \text{col}(w) \setminus \text{snd}(w) \). By (4.10), we have \( w \in \text{col}(q(w)) \). Repeating this argument, we reach the conclusion that \( u \in \text{col}(q^i(w)) \), for \( i = 0, \ldots, k \), where \( q^k(w) = v \). \( \square \)

From the maximal supernodes and a supernodal elimination tree one immediately obtains a clique tree with the induced subtree property. The parent function \( p_c \) of the clique tree is defined as \( p_c(\text{col}(v)) = \text{col}(q(v)) \). The clique residuals and separators are

\[
\text{res}(\text{col}(v)) = \text{snd}(v), \quad \text{sep}(\text{col}(v)) = \text{col}(v) \setminus \text{snd}(v).
\]
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Figure 4.7: The two clique trees obtained from the maximal supernode partitions of Figures 4.4 and 4.5. The bottom rows are the maximal supernodes \( \text{snd}(v) \). The top rows are the sets \( \text{col}(v) \setminus \text{snd}(v) \). The first element of each top row is the first ancestor \( a(v) \).

This follows from (4.10) and the fact that \( \text{snd}(v) \cap \text{col}(q(v)) = \emptyset \). (Since the vertices in \( \text{snd}(v) \) precede \( a(v) \) in the ordering \( \sigma \), they cannot be in \( \text{col}(q(v)) \), because this would mean they are in \( \text{snd}(q(v)) \), contradicting the fact the sets \( \text{snd}(u) \) partition \( V \).) The clique trees for the two supernodal elimination trees of Figure 4.6 are shown in Figure 4.7.

We will sometimes use the term nodal elimination tree for the elimination tree (as defined in §4.3) to avoid confusion with the supernodal elimination tree. Note that knowledge of the nodal elimination tree and the higher degrees is sufficient to identify the representative vertices, the maximal supernodes \( \text{snd}(v) \), the first ancestors \( a(v) \), and the supernodal elimination tree. However, in general the elimination tree and the higher degrees do not give enough information to find all the elements of the cliques (i.e., the top rows in the vertices of Figure 4.7).

We summarize this section with an algorithm that computes the representative vertices, maximal supernodes \( \text{snd}(v) \), first ancestors \( a(v) \), and the parent function \( q(v) \) of the supernodal elimination tree.
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The algorithm was proposed by Pothen and Sun \cite{ISS} page 185 as a simplification of an earlier algorithm by Lewis, Peyton, and Pothen \cite{LSP} page 1154. It only requires knowledge of the elimination tree and the higher degrees of all vertices.

**Algorithm 4.1** (Maximal supernodes and supernodal elimination tree).

**Input.** An elimination tree for a connected filled graph $G_\sigma = (V,E,\sigma)$ and the higher degrees $\deg^+(v)$ for all $v \in V$.

**Output.** The set $V^c$ of clique representatives, the maximal supernodes $\text{snd}(v)$ for $v \in V^c$, the parent function $q(v)$ of the supernodal elimination tree, and the first ancestor $a(v)$ of each non-root representative vertex.

**Algorithm.** Initialize $V^c$ as $V^c = \emptyset$. Enumerate the vertices $v$ of $T$ in topological order. For each $v$, execute the following steps.

- If $\deg^+(v) > \deg^+(w) - 1$ for all $w \in \text{ch}(v)$, then $v$ is a representative vertex. Add $v$ to $V^c$, set $\text{snd}(v) := \{v\}$, and define $u := v$, $W := \text{ch}(v)$.
  
  Otherwise, choose a vertex $\hat{w} \in \text{ch}(v)$ with $\deg^+(\hat{w}) = \deg^+(v) + 1$. Let $u$ be the vertex in $V^c$ that satisfies $\hat{w} \in \text{snd}(u)$. Add $v$ to $\text{snd}(u)$ and set $W := \text{ch}(v) \setminus \{\hat{w}\}$.

- For all $w \in W$, set $q(z) := u$ and $a(z) := v$ where $z$ is the vertex in $V^c$ that satisfies $w \in \text{snd}(z)$.

**4.5 Supernodal elimination tree**

The maximal supernode partition used in the previous section can be generalized as follows. A general supernode partition of a filled graph $(V,E,\sigma)$ is a partition of $V$ in sets $\text{snd}(v)$ for $v \in V^s$, where each set $\text{snd}(v)$ is of the form \ref{eq:supernode} with $n_v$ satisfying \ref{eq:n_v}. The sets $\text{snd}(v)$ are called *supernodes* and the elements of $V^s$ are the representative vertices of the supernodes. The set of supernode representatives $V^s$ contains the clique representatives $V^c$, but may also contain other vertices. The most important choices of $V^s$ are the following.

- **Nodes.** If we take $V^s = V$ and $\text{snd}(v) = \{v\}$ the supernodes reduce to single-vertex sets (or ‘nodes’).
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Figure 4.8: Fundamental supernode partition for the elimination tree of Figure 4.2. The numbers next to the vertices are the higher degrees $\text{deg}^+(v)$. The representative vertices of the fundamental supernodes are shown in rectangles. For each representative vertex $v$, the set $\text{snd}(v)$ contains the vertices on the solid path that starts at vertex $v$.

- **Fundamental supernodes.** The representative vertices of the fundamental supernodes include the representative clique vertices, plus the vertices with more than one child in the elimination tree. An example is shown in Figure 4.8. Liu, Ng, and Peyton [155, page 245-246] give reasons why fundamental supernodes are easier to work with than the maximal supernodes described in §4.4. One can note, for example, that fundamental supernodes are uniquely defined for a given filled graph, unlike maximal supernodes.

- **A variation on fundamental supernodes.** In the definition of Peyton [156], the supernode representatives $V^s$ contain all vertices $v$ that satisfy $\text{deg}^+(v) = \text{deg}^+(w) - 1$ for at most one child $w \in \text{ch}(v)$. In the elimination tree of Figure 4.4 for example, we would take $V^s = V^c \cup \{p\}$. 
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Figure 4.9: The junction tree corresponding to the fundamental supernode partition in Figure 4.3. The bottom row at each vertex is the fundamental supernode \(\text{snd}(v)\), the top row is the set \(\text{col}(v) \setminus \text{snd}(v)\). The first element in the top row is the first ancestor \(a(v)\).

- **Maximal supernodes** (*clique supernodes*). These are the supernodes discussed in \(\S 4.4\). Here \(V^s = V^c\), the set of clique representatives.

The supernodes (or, equivalently, their representative vertices) can be arranged in a supernodal elimination tree in exactly the same way as described in the previous section. The vertex set of the supernodal elimination tree is \(V^s\). The root of the tree is the representative vertex \(v\) of the supernode that contains the root \(\sigma(n)\) of the elimination tree. For every other representative vertex \(v \in V^s\), we define the first ancestor as \(a(v) = p^{n_0+1}(v)\) and the parent \(q(v)\) as the representative of the supernode \(\text{snd}(q(v))\) that contains \(a(v)\). When \(V^s = V\) the supernodal elimination tree reduces to the nodal elimination tree. When \(V^s = V^c\) it is the supernodal elimination tree for the maximal supernodes. An example for the fundamental supernodes is shown in Figure 4.9. It can
be verified that Theorem 4.3 holds for supernodal elimination trees defined using any supernode partition, not only maximal supernodes.

Supernodal elimination trees generalize and unify several different representations of a chordal graph as the intersection graph of a junction tree. Every supernodal elimination tree defines a junction tree, with vertices \( \text{col}(v) \) for \( v \in V^s \) and edges \( \{\text{col}(v), \text{col}(q(v))\} \).

The subtrees that define the intersection graph are the subgraphs \( R_v = \{u \in V^s \mid v \in \text{col}(u)\} \).

### 4.6 Topological reordering

If \( G_\sigma = (V, E, \sigma) \) is a filled graph with elimination tree \( T \), then \( \sigma \) is a topological ordering of \( T \), because, by definition, a vertex precedes its parent in the ordering. If \( \rho \) is any other topological ordering of \( T \), then it is also a perfect elimination ordering for \( G \) and the elimination tree for the filled graph \( G_\rho = (V, E, \rho) \) is equal to \( T \), the elimination tree for \( G_\sigma \) [153, section 6.1]. This can be seen as follows. We noted in §4.2 that adjacent vertices in \( G \) are ancestor-descendant pairs in an elimination tree: if \( \{v, w\} \in E \), then \( w \) is a proper descendant or a proper ancestor of \( v \). Now a topological reordering of the tree preserves the ordering of the vertices on every path from a leaf vertex to the root. Hence if \( \{w \mid \{v, w\} \in E, w \succ_\sigma v\} = \{w_1, w_2, \ldots, w_k\} \) is the higher neighborhood of \( v \) for the ordering \( \sigma \), with \( w_1 \prec_\sigma w_2 \prec_\sigma \cdots \prec_\sigma w_k \), then it is also the higher neighborhood \( \{w \mid \{v, w\} \in E, w \succ_\rho v\} \) of \( v \) in the ordering \( \rho \) and \( w_1 \prec_\rho w_2 \prec_\rho \cdots \prec_\rho w_k \). It follows that the higher neighborhood in the ordering \( \rho \) is complete if the higher neighborhood in the ordering \( \sigma \) is complete, and that the parent vertex \( w_1 \) of \( v \) is the same for the two orderings.

In particular, for a given supernode partition \( \{\text{snd}(v) \mid v \in V^s\} \), we can always find an ordering \( \rho \) (for example, by a suitable postordering of the elimination tree) with the following two properties.

- The elements of each supernode \( \text{snd}(v) \) are numbered consecutively: if \( \rho^{-1}(v) = i \) and \( n_v = |\text{snd}(v)| - 1 \), then

\[
\text{snd}(v) = \{\rho(i), \rho(i + 1), \ldots, \rho(i + n_v)\}.
\]
The ordering \( \rho \) defines a topological ordering of the representative vertices in the supernodal elimination tree: \( v \preceq_\rho q(v) \) if \( v \in V^s \) and \( q(v) \) is the parent of \( v \) in the supernodal elimination tree.

This is illustrated in Figure 4.10.

### 4.7 Testing chordality

Perfect elimination orderings for chordal graphs can be found by algorithms that have an \( O(n + m) \) complexity, where \( n = |V| \) and \( m = |E| \). (Note that \( O(m + n) = O(m) \) for a connected graph since \( m \geq n - 1 \).) This provides the easiest method for testing chordality: apply an al-
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Algorithm that is guaranteed to find a perfect elimination ordering for chordal graphs, then check that the ordering is a perfect elimination ordering.

The oldest linear-time algorithm for constructing perfect elimination orderings is the lexicographic breadth-first-search (Lex-BFS) algorithm invented by Rose, Tarjan, and Lueker \cite{195}. Later, Tarjan and Yannakakis developed a simpler algorithm, known as maximum cardinality search (MCS) \cite{215}. MCS assigns numbers in decreasing order $\sigma^{-1}(v) = n, n-1, \ldots, 1$. At each step it selects the vertex that is adjacent to the largest number of already numbered vertices.

**Algorithm 4.2 (Maximum cardinality search).**

*Input.* A chordal graph $G = (V,E)$.

*Output.* A perfect elimination ordering $\sigma$ of $G$.

*Algorithm.* For $i = n, n-1, \ldots, 1$, let $\sigma(i)$ be a vertex $v$ that maximizes $|\text{adj}(v) \cap \{\sigma(i+1), \ldots, \sigma(n)\}|$.

In each step ties are broken arbitrarily. Implementation details and a derivation of the $O(m+n)$ complexity can be found in \cite{215} page 569]. When applied to a chordal graph, MCS produces a perfect elimination ordering \cite{215} theorem 2].

**Theorem 4.4.** MCS generates a perfect elimination ordering for chordal graphs.

*Proof.* The proof is by contradiction. Let $\sigma$ be an ordering generated by MCS applied to the chordal graph $G$. Suppose $\sigma$ is not a perfect elimination order. Then there exists a vertex $u$ for which $\text{adj}^+(u)$ is not complete, so it contains at least two vertices $v$, $w$ that are not mutually adjacent. Define $v_0 = v$, $v_1 = u$, $v_2 = w$. The path $(v_0, v_1, v_2)$ is a chordless path that satisfies $v_0 \succ v_1$, $v_2 \succ v_1$. We show that this is impossible. More generally, it is impossible that there exists a chordless path $P = (v_0, v_1, \ldots, v_{k-1}, v_k)$ with $k \geq 2$ and interior vertices $v_1, \ldots, v_{k-1}$ that precede $v_0$ and $v_k$ in the ordering. Suppose such a path exists. Among all paths with this property choose $P$ for which $\min\{\sigma^{-1}(v_0), \sigma^{-1}(v_k)\}$ is maximum. We assume without loss of
generality that $v_0 > v_k$. We then have $v_0 > v_k > v_1$, with $v_0$ adjacent to $v_1$ but not to $v_k$. Since MCS selected $v_k$ before $v_1$, there must be a vertex $z > v_k$ that is adjacent to $v_k$ and not to $v_1$. Let $i = \min\{i = 2, \ldots, k \mid \{v_i, z\} \in E\}$. Since $z > v_k$ and the vertices $v_1, \ldots, v_{k-1}$ precede $v_k$ and $v_0$ in the ordering, the path $(v_0, v_1, \ldots, v_i, z)$ has interior vertices that precede $v_0$ and $z$ in the ordering. Moreover, the path is chordless because $z$ is not adjacent to $v_1, \ldots, v_{i-1}$ (by choice of $i$) and has length at least three since $i \neq 1$. Therefore $v_0$ is not adjacent to $z$, since an edge $\{v_0, z\}$ would create a chordless cycle of length at least four. Hence $(v_0, v_1, \ldots, v_i, z)$ is a chordless path with interior vertices that precede $v_0$ and $z$ in the ordering. However, $\min\{\sigma^{-1}(v_0), \sigma^{-1}(z)\} > \sigma^{-1}(v_k) = \min\{\sigma^{-1}(v_0), \sigma^{-1}(v_k)\}$ which contradicts the maximality property used to select $P$. \qed
A number of combinatorial problems that are NP-complete for general graphs can be solved in polynomial time for chordal graphs. We have already encountered an example in §4.4, where we saw that a chordal graph with \( n \) vertices has at most \( n \) cliques, and that the representative vertices and their monotone degrees (which are equal to the clique sizes minus one) can be found in linear time. The size of the largest clique (the clique number \( \omega(G) \)) of a chordal graph can therefore be computed in linear time. However determining the clique number of a general graph is NP-complete [199 page 1084].

5.1 Minimum clique cover

A set \( S \subseteq V \) is a stable or independent set of an undirected graph \( G = (V, E) \) if no two vertices in \( S \) are adjacent, i.e., the induced edge set \( E(S) = \{\{v, w\} \in E \mid v, w \in S\} \) is empty. The size of the largest stable set is called the stable set number of the graph, denoted \( \alpha(G) \). A clique cover of \( G \) is a set of cliques that cover the vertex set \( V \). The clique cover number \( \chi(G) \) is the minimum number of cliques in a clique cover.
If \( \{C_1, \ldots, C_k\} \) is a clique cover with \( k \) cliques and \( S \) is a stable set, then no two elements of \( S \) can be in the same clique \( C_i \). Therefore \( |S| \leq k \). It follows that the stability number is a lower bound on the clique cover number, \( \text{i.e.,} \) the inequality
\[
\alpha(G) \leq \bar{\chi}(G)
\] (5.1)
holds for any graph \( G \). For chordal graphs this inequality holds with equality \([112]\) and both numbers can be computed in polynomial time \([91]\).

The following algorithm is Gavril’s algorithm \([91]\) formulated in terms of an elimination tree. It returns a stable set \( S \) with the property that \( V \) is the union of the sets \( \text{col}(v) \) for \( v \in S \). The complete subgraphs induced by the sets \( \text{col}(v) \) are not necessarily maximal, but each is a subset of at least one clique and since the union of these cliques covers \( V \), one obtains from \( S \) at least one clique cover with \( k = |S| \) cliques. As \( k \geq |S| \) in general, we have \( |S| = \alpha(G) = \bar{\chi}(G) \).

**Algorithm 5.1 (Minimum clique cover).**

**Input.** A connected chordal graph \( G = (V, E) \) and an elimination tree for \( G \).

**Output.** A stable set \( S \) with \( \bigcup_{v \in S} \text{col}(v) = V \).

**Algorithm.** Initialize \( S \) as the empty set. Enumerate the vertices \( v \) of the elimination tree in topological order. For each \( v \), execute the following steps.

- Form the set
  \[
  W = \bigcup_{w \in \text{ch}(v)} U_w
  \]
  (with the convention that \( W = \emptyset \) if \( v \) is a leaf of the elimination tree).

- If \( v \not\in W \), add \( v \) to \( S \) and define \( U_v = W \cup \text{col}(v) \). Otherwise, define \( U_v = W \).

The set \( U_v \) is the union of the sets \( \text{col}(w) \) for the vertices \( w \in S \) that are descendants of \( v \), and is constructed recursively, from the sets \( U_w \) of the children \( w \) of \( v \). By construction \( w \in U_v \) for all descendants \( w \) of \( v \). Therefore, at the end of the algorithm, when \( v \) is the root of the elimination tree, we have \( U_v = \bigcup \{\text{col}(w) \mid w \in S\} = V \).
Moreover, throughout the algorithm, the set $S$ is a stable set, i.e., no vertices $v, w \in S$ are adjacent. For vertices $v, w \in S$ that are not ancestor-descendant pairs this is a general property of elimination trees. For $v, w \in S$ with $w$ a descendant of $v$, it follows from the condition used to determine whether $v$ is added to $S$, which implies that $v \notin \text{col}(w)$ for all $w \in S$ that are descendants of $v$.

5.2 Minimum vertex coloring

A partitioning of the vertices $V$ into stable sets $C_i$, $i = 1, \ldots, k$, is called a (vertex) coloring. The partitioning can be interpreted as an assignment of colors to the vertices in such a way that no adjacent vertices use the same color. Following this interpretation the sets $C_i$ in the partitioning are also called the colors. The coloring number or chromatic number $\chi(G)$ is the minimum number of colors needed for a vertex coloring.

If $C_1, \ldots, C_k$ is a vertex coloring and $W$ is a clique, then all elements of $W$ must receive different colors. Hence $|W| \leq k$. The clique number is therefore always a lower bound on the chromatic number:

$$\omega(G) \leq \chi(G). \quad (5.2)$$

For chordal graphs this holds with equality [27]. A simple polynomial algorithm for coloring chordal graphs was proposed by Gavril [91].

The following greedy algorithm colors a chordal graph with $\omega(G)$ colors.

**Algorithm 5.2 (Minimum vertex coloring).**

**Input.** A connected chordal graph $G = (V, E)$ and an elimination tree for $G$.

**Output.** A minimum vertex coloring.

**Algorithm.** Initialize $k = 0$. Enumerate the vertices $v$ of the elimination tree in inverse topological order. For each vertex $v$, execute the following steps.

- If $\deg^+(v) \geq k$, increment $k$ by one and define $C_k = \{v\}$.
- Otherwise, select a set $C_i$, $i = 1, \ldots, k$, with $C_i \cap \text{adj}^+(v) = \emptyset$ and add $v$ to $C_i$. 
The algorithm guarantees that after each step the vertices in \( \text{col}(v) \) are assigned different colors. This can be shown by induction and the fact that \( \text{adj}^+(v) \subseteq \text{col}(p(v)) \) in a chordal graph. On exit the number of colors used is

\[
k = 1 + \max_v \deg^+(v) = \max |\text{col}(v)|.
\]

This is equal to \( \omega(G) \) because every clique is of the form \( \text{col}(v) \). The lower bound (5.2) then implies that the coloring is optimal.

Applications of minimum vertex coloring with chordal graphs are described in [67, 185].

### 5.3 Perfect graphs

The complement of a graph \( G = (V, E) \) is the graph \( G^c = (V, E^c) \) with edge set

\[
E^c = \{\{v, w\} \mid v, w \in V, \{v, w\} \notin E\}.
\]

Two vertices are adjacent in \( G^c \) if and only if they are not adjacent in \( G \). Therefore stable sets of \( G \) induce complete subgraphs in \( G^c \) and vice-versa, and we have

\[
\alpha(G) = \omega(G^c), \quad \bar{\chi}(G) = \chi(G^c), \quad \omega(G) = \alpha(G^c), \quad \chi(G) = \bar{\chi}(G^c).
\]

For a general graph, determining any of these four numbers is an NP-complete problem [199, theorems 64.1, 64.2].

A graph is perfect if the inequality (5.2) holds with equality for the graph and all its subgraphs, i.e.,

\[
\omega(G(W)) = \chi(G(W))
\]

for all \( W \subseteq V \). Lovász [157] has shown that this is equivalent to the condition that (5.1) is an equality for \( G \) and all its induced subgraphs, i.e.,

\[
\alpha(G(W)) = \bar{\chi}(G(W))
\]

for all \( W \subseteq V \). Equivalently, a graph is perfect if and only if its complement is perfect. The results of the previous sections, combined with the fact that subgraphs of chordal graphs are chordal, show that chordal graphs are perfect.
Perfect graphs were introduced by Berge in the early 1960s. As recounted in [28] the definition was motivated by Shannon’s work on the zero-error capacity of a channel [203]. Suppose the vertices of the graph $G = (V, E)$ represent symbols and the edges $\{v, w\} \in E$ are pairs of symbols that can be confused during transmission over a communication channel. The $k$th power of $G$ is defined as the graph $G^k = (V^k, E^k)$ with vertex set $V^k = V \times V \times \cdots \times V$ (all $k$-tuples of vertices of $G$) and an edge

$\{(v_1, v_2, \ldots, v_k), (w_1, w_2, \ldots, w_k)\} \in E^k$

if and only if $\{v_i, w_i\} \in E$ for $i = 1, \ldots, k$. The vertices $V^k$ represent words of length $k$; the edges indicate pairs of words that can be confused during transmission. Stable set of $G^k$ are therefore of interest as ‘dictionaries’ of words that cannot be confused. The zero-error capacity or Shannon capacity of a graph $G$ is defined as

$\Theta(G) = \sup_k \alpha(G^k)^{1/k}$.

Now it is easy to see that $\alpha(G^k) \geq \alpha(G)^k$ (if $S$ is a stable set of $G$, then $S \times \cdots \times S$ is a stable set of $G^k$). Also, cliques of $G^k$ are of the form $C_1 \times \cdots \times C_k$ where $C_1, \ldots, C_k$ are cliques of $G$. Hence $\bar{\chi}(G^k) = \bar{\chi}(G)^k$.

Applying (5.1) to $G^k$ we obtain

$\alpha(G)^k \leq \alpha(G^k) \leq \bar{\chi}(G^k) = \bar{\chi}(G)^k$.

Therefore

$\alpha(G) \leq \Theta(G) \leq \bar{\chi}(G)$

and for perfect graphs, $\alpha(G) = \Theta(G) = \bar{\chi}(G)$.

Given the topic of this survey, it is interesting to note that the Shannon capacity of a graph later played a key role in the development of semidefinite optimization, when the calculation of Lovász’s upper bound became one of the first applications of semidefinite optimization to combinatorial optimization [158, 110].

We refer the interested reader to the books [101], [111, section 9.2] [45] [189] [199] part VI for more background on perfect graphs.
Filled graphs are often created from non-filled graphs by graph elimination, a process that models the progressive fill-in during Gauss elimination.

### 6.1 Elimination graph

Let $G_\sigma = (V, E, \sigma)$ be an ordered undirected graph. The elimination graph of $G_\sigma$ is defined as follows [195, page 267]. We take $E_0 = E$ and, for $i = 1, \ldots, n - 1$,

$$E_i = E_{i-1} \cup \{\{v, w\} \mid v \succ \sigma(i), w \succ \sigma(i), \text{ and } \{\sigma(i), v\}, \{\sigma(i), w\} \in E_{i-1}\}.$$  

(6.1)

The graph $(V, E_{n-1}, \sigma)$ is the elimination graph of $G_\sigma$. In step $i$ of the process described by (6.1), the higher neighborhood of vertex $\sigma(i)$ in the intermediate graph $(V, E_{i-1}, \sigma)$ is made complete by the addition of edges between all non-adjacent vertices. An example is shown in Figure 6.1.

We use the notation $G^*_\sigma = (V, E_{n-1}, \sigma)$ for the elimination graph of $G_\sigma$, and $E^*_\sigma = E_{n-1}$ for its edge set. The set of added edges $E^*_\sigma \setminus E$ is
6.1. Elimination graph

Figure 6.1: The first three steps in the graph elimination of the ordered graph on the left. Filled edges are shown as dashed lines and open circles.

called the fill-in or fill, and its elements are the filled edges. An elimination graph is filled (monotone transitive) because, by construction, the addition of the edges in (6.1) makes the higher neighborhood of vertex $\sigma(i)$ in $(V, E_1, \sigma)$ complete. After completion of the process the higher neighborhoods of all vertices in $(V, E^*_\sigma, \sigma)$ are complete. Hence $(V, E^*_\sigma)$ is chordal and $\sigma$ is a perfect elimination ordering for it. The elimination graph is also called the filled graph of $G_\sigma$, or its monotone transitive extension [193] page 600]. The unordered graph $(V, E^*_\sigma)$ is a chordal embedding or chordal extension of $G$. (However, not all chordal extensions can be constructed by elimination; see §6.6).

If $G$ is a chordal graph and $\sigma$ a perfect elimination ordering for it, then the higher neighborhoods of all vertices in $G_\sigma$ are complete. Therefore graph elimination does not add any edges and $G_\sigma = G^*_\sigma$.

The following theorem shows how adjacency in the elimination graph depends on the connectivity in the original graph [195] lemma 4].

**Theorem 6.1.** Let $G_\sigma = (V, E, \sigma)$ be an ordered graph and $G^*_\sigma = (V, E^*_\sigma, \sigma)$ its elimination graph. The edge $\{v, w\}$ is in $E^*_\sigma$ if and only if there exists a path $(v, z_1, \ldots, z_k, w)$ in $G$ with interior vertices $z_1, \ldots, z_k$ that precede $v$ and $w$ in the ordering $\sigma$ (i.e., $z_j < v$ and $z_j < w$ for $j = 1, \ldots, k$).
Proof. We show by induction on $i$ that the following holds for $i = 0, \ldots, n - 1$: if $v < w$ then $\{v, w\} \in E_i$ (with $E_i$ defined in (6.1)) if and only if there exists a path $(v, z_1, \ldots, z_k, w)$ in $G$ with interior vertices $z_j$ that precede $v$ in the ordering and satisfy $\sigma^{-1}(z_j) \leq i$. For $i = n - 1$, the second condition is redundant and we obtain the statement in the theorem.

This result clearly holds for $i = 0$, since all edges in $E_0 = E$ form a path $(v, w)$ in $G$. Suppose the result holds for $E_{i-1}$. Let $\{v, w\}$ be an edge in $E_i$, with $v < w$. We show there exists a path $(v, z_1, \ldots, z_k, w)$ in $G$ with $z_j < v$ and $z_j \preceq \sigma(i)$ for $j = 1, \ldots, k$. If $\{v, w\} \in E_{i-1}$ the result follows immediately from the induction hypothesis. Otherwise, $\{v, w\} \in E_i \setminus E_{i-1}$ and by (6.1) this requires that $\{\sigma(i), v\}, \{\sigma(i), w\} \in E_{i-1}$ and $\sigma(i) < v$. By the induction assumption there exist paths $(v, z_1, \ldots, z_r = \sigma(i))$ and $(z_r = \sigma(i), z_{r+1}, \ldots, z_k, w)$ with interior vertices that precede $\sigma(i)$ in the ordering. Concatenating the two paths gives a path $(v, z_1, \ldots, z_r, \ldots, z_k, w)$ with $z_j < v$ and $z_j \preceq \sigma(i) < v$ for all $j$.

To show the converse, let $(v, z_1, \ldots, z_k, w)$ be a path in $G$ with interior vertices that precede $v$ and $w$, and satisfy $\sigma^{-1}(z_j) \leq i$. If $\sigma^{-1}(z_j) \leq i - 1$ for all interior vertices, then by the induction assumption, $\{v, w\} \in E_{i-1}$. Otherwise, let $z_r$ be the interior vertex with $\sigma^{-1}(z_r) = i$. By the induction assumption, the existence of the paths $(v, z_1, \ldots, z_r = \sigma(i))$ and $(z_r = \sigma(i), \ldots, z_k, w)$ in $G$ implies that $\{\sigma(i), v\} \in E_{i-1}$ and $\{\sigma(i), w\} \in E_{i-1}$. From (6.1), $\{v, w\} \in E_i$. □

As an example, in the graph on the left-hand side of Figure 6.1 there is a path $(b, c, d, e)$ with interior vertices $c, d$ that have indices less than $\min\{\sigma^{-1}(b), \sigma^{-1}(e)\} = 4$. Therefore $\{b, e\}$ is a filled edge.

Efficient algorithms exist for analyzing an elimination graph $G^*_\sigma$ based on the structure of the original graph $G_{\sigma}$, and without explicitly constructing $E^*_\sigma$. These algorithms have a complexity that is linear or nearly linear in the size $|E| + |V|$ of the graph $G_{\sigma}$. They include algorithms for constructing the elimination tree, calculating the lower and higher degrees of all vertices, identifying the clique representatives, and creating supernode partitions. These algorithms are briefly described in the following sections.
We will use a subscript to distinguish attributes of the elimination graph from those of the original graph:

\[
\text{adj}^-_* (v) = \{ w \mid \{ w, v \} \in E^*_\sigma, w \prec v \},
\]

\[
\text{adj}^+_* (v) = \{ w \mid \{ w, v \} \in E^*_\sigma, w \succ v \}
\]

will denote the monotone neighborhoods in the elimination graph, and

\[
\text{row}_* (v) = \{ v \} \cup \text{adj}^-_* (v)
\]

and

\[
\text{col}_* (v) = \{ v \} \cup \text{adj}^+_* (v)
\]

will denote the closed monotone neighborhoods. The monotone degrees in the elimination graphs are

\[
\deg^-_* (v) = | \text{adj}^-_* (v) |
\]

and

\[
\deg^+_* (v) = | \text{adj}^+_* (v) |
\]

6.2 Elimination tree

We first consider the problem of constructing the elimination tree of an elimination graph $G^*_\alpha$, directly from $G_\alpha$ and without first carrying out the graph elimination. This is described in more detail in [152, section 4.2] [153, section 5.2] [65, section 4.1]. As in §4.3 we assume that $G$ is connected.

Since the elimination graph $G^*_\alpha$ is filled, the results of §4.3 apply to the elimination tree of $G^*_\alpha$. In particular, the closed lower neighborhood \( \text{row}_* (v) \) of a vertex $v$ induces a subtree of the elimination tree with $v$ as its root. As an example, in Figure 6.2, \( \text{row}_* (o) = \{ c,d,e,g,h,i,o \} \) induces a subtree of the elimination tree with root $o$ and leaves $c, g$.

The following theorem characterizes the leaves of the row subtrees [152, corollary 2.5] [153, corollary 3.6] [65, theorem 4.6]. It follows from an earlier theorem by Tarjan and Yannakakis [215, theorem 3].

**Theorem 6.2.** Let $w$ be a proper descendant of vertex $v$ in the elimination tree of $G^*_\alpha$. Then $w$ is a leaf of the row subtree $\text{row}_* (v)$ if and only if \( \{ w, v \} \in E \) and $w$ does not have a proper descendant $u$ with \( \{ u, v \} \in E \).

**Proof.** We show the following equivalent statement: a proper descendant $w$ of $v$ is in the row subtree $\text{row}_* (v)$ if and only if $w$ has a descendant $u$ with \( \{ u, v \} \in E \).

Assume $u$ is a descendant of $w$ in the elimination tree, and adjacent to $v$ in $G$. We have $w = p^k(u)$ for some $k \geq 0$, where $p(\cdot)$ is
the parent function in the elimination tree. For \( j = 1, \ldots, k \), we have \( \{p^{j-1}(u), p^j(u)\} \in E^*_\sigma \), so by Theorem 6.1 there exists a path from \( p^{j-1}(u) \) to \( p^j(u) \) in \( G \), with interior vertices that precede \( p^{j-1}(u) \) in the ordering. Concatenating these paths gives a path \( (u, z_1, \ldots, z_k, w) \) in \( G \) with interior vertices that precede \( w \) in the ordering. Appending the edge \( \{u, v\} \) gives a path \( (v, u, z_1, \ldots, z_k, w) \) from \( v \) to \( w \prec v \) in \( G \) with interior vertices that precede \( w \). By Theorem 6.1 this implies \( \{v, w\} \in E^*_\sigma \). This shows the 'if' direction of the theorem.

Next the 'only if' direction. Suppose \( w \prec v \) and \( \{w, v\} \in E^*_\sigma \). From Theorem 6.1 there exists a path \( (w, z_1, \ldots, z_k, v) \) in \( G \) with interior vertices \( z_i \) that precede \( w \) in the ordering. If \( k = 0 \), we have \( \{w, v\} \in E \) and the result holds with \( u = w \). Suppose \( k \geq 1 \). Let \( z_j \) be the interior vertex of the path \( (w, z_1, \ldots, z_k, v) \) with the highest index \( \sigma^{-1}(z_j) \). If \( j = k \), then by Theorem 6.1 \( \{z_k, w\} \in E^*_\sigma \). Therefore \( z_k \) is a descendant of \( w \) in \( T \) and the result holds with \( u = z_k \). If \( j < k \), the existence of the paths \( (w, z_1, \ldots, z_j) \) and \( (z_j, z_{j+1}, \ldots, z_k) \) in \( G \) implies, again by Theorem 6.1, that \( \{w, z_j\} \in E^*_\sigma \) and \( \{z_j, z_k\} \in E^*_\sigma \). Moreover \( z_k \prec z_j \prec w \), so \( z_k \) is a descendant of \( z_j \) in \( T \) and \( z_j \) is a descendant of \( w \). Hence \( z_k \) is a descendant of \( w \) in \( T \) and the result holds with \( u = z_k \). □
Theorem 6.2. Elimination tree

The elimination tree of Figure 6.2. The dashed lines are the edges of $E$ that connect $o$ to vertices in $\text{adj}^{-}(o)$. These edges allow us to identify vertices $c$ and $g$ as the leaves of the row subtree $\text{row}_{*}(o)$.

Figure 6.3: The elimination tree of Figure 6.2. The leaves of $\text{row}_{*}(o)$ are $c$ and $g$, because these two vertices are adjacent to $o$ in the graph $G$ and no proper descendants of them are adjacent to $o$ in $G$. The vertex $e$ is also adjacent to $o$ in $G$, but it has a descendant (namely, $c$) which is adjacent to $o$, and therefore $e$ is not a leaf of the row subtree $\text{row}(o)$.

The theorem leads to a simple recursive algorithm for constructing the elimination tree of the elimination graph. We visit the vertices in the order given by $\sigma$. The purpose of the cycle in which the vertex $v$ is processed is to identify all the children of $v$ in the elimination tree and to assign $v$ as their parent. To do this we use the fact that $\text{adj}^{-}(v)$ is a subset of the vertices of $\text{row}_{*}(v)$ and that it includes all the leaves of $\text{row}_{*}(v)$. Moreover when we process $v$, the children of every vertex in the row subtree, except $v$ itself, are known, since they precede $v$ in the ordering. We can therefore find the children of $v$ simply by tracing the path from each vertex of $\text{adj}^{-}(v)$ to $v$ in the elimination tree until we reach a vertex $w$ that has not been assigned a parent yet. Such a vertex must be a child of $v$. A straightforward but inefficient implementation of this idea is as follows [152, page 138].
Algorithm 6.1 (Elimination tree of elimination graph).

**Input.** An ordered graph $G_\sigma = (V, E, \sigma)$.

**Output.** The parent function $p(\cdot)$ of the elimination tree of the elimination graph $G_\sigma^*$.

**Algorithm.** Initialize the parent function as $p(v) := v$ for all $v$. For $i = 1, \ldots, n$, take $v = \sigma(i)$ and repeat the following steps for each $w \in \text{adj}^{-}(v)$.

- $u := w$.
- While $u \neq p(u)$, repeat $u := p(u)$.
- $p(u) := v$.

Algorithm 6.1 is inefficient because paths in the elimination tree are traced multiple times. Consider the example of Figures 6.2 and 6.3. When the algorithm arrives at vertex $o$, the elimination tree has been partially constructed, up to the vertices $i$ and $n$, and their descendants. We have $\text{adj}^{-}(o) = \{c, e, g\}$, so in the iteration with $v = o$ we first trace the path from $c$ to $i$ and set $p(i) = v$. We then needlessly trace the paths from $e$ to $o$ and from $g$ to $o$ (both paths end at $o$ because $p(o) = o$).

An improved version of Algorithm 6.1 keeps a record, for each vertex, of the most distant ancestor known from previous cycles in the algorithm. This information is used to skip segments of the paths in the search process. The technique is called path compression and is described in detail in [152, algorithm 4.2] [65, page 41].

The complexity of the elimination tree algorithm with path compression is $O(m \log n)$ in the worst case, where $m = |E|$ [153, theorem 5.2], and has been observed to be nearly linear in $m$ in practice [65, page 41]. We refer the reader to [152, 153, 65] for further discussion.

### 6.3 Postordering

In §4.6 we mentioned that if $\sigma$ is a perfect elimination ordering for a chordal graph $G$, then any topological reordering $\rho$ of the elimination tree of $G_\sigma$ is also a perfect elimination ordering for $G$, with the same elimination tree. A similar property holds for elimination graphs. If $\rho$ is a topological reordering of the elimination tree of an elimination
**Figure 6.4:** Right. Postordering of the elimination tree in Figure 6.2. Numbers next to the vertices indicate the position in the ordering. Left. Elimination graph for the topological order. Note that the fill-in is identical to the fill-in in the elimination graph of Figure 6.2.

After computing the elimination tree, we are therefore free to re-order the vertices using any topological reordering of the elimination tree. Choosing a *postordering* of the elimination tree simplifies the analysis of elimination graphs considerably. We illustrate the simplifications that result from using a postordering with two examples. Assume $\sigma$ is a postordering of the elimination tree of $G_\sigma^*$. In addition we assume that for every vertex $v$, we know $\text{lev}(v)$ (the level in the elimination tree, *i.e.*, distance to the root) and the first descendant $\text{fdesc}(v)$ (the descendant of $v$ with the lowest index). As explained in §2.3 this information can be collected during the depth-first-search traversal of the elimination tree used to find a postordering. Suppose $\text{adj}^-(v) = \{w_1, w_2, \ldots, w_k\}$ with $w_1 \prec w_2 \prec \cdots \prec w_k$. 

**6.3. Postordering**
**Membership of row subtree.** Theorem 6.2 implies that a vertex \( u \) is in \( \text{row}_\ast(v) \) if \( u \) is a descendant of \( v \) and an ancestor of one of the vertices \( w_i \). In a postordering this can be verified by checking that the inequalities \( \text{fdesc}(u) \preceq w_i \preceq u \preceq v \) hold for some \( w_i \).

**Leaves of row subtree.** Theorem 6.2 characterizes the leaves of the row subtrees \( \text{row}_\ast(v) \) as follows: \( w \) is a leaf of the row \( \ast(v) \) if \( w \in \text{adj}^{-}(v) \) and no other vertex in \( \text{adj}^{-}(v) \) is a descendant of \( w \). This is easy to check if \( \sigma \) is a postordering of the elimination tree: \( w_j \) is a leaf of \( \text{row}_\ast(v) \) if either \( j = 1 \), or \( j > 1 \) and \( \text{fdesc}(w_j) \succ w_{j-1} \).

For example, in Figure 6.4, we have \( \text{adj}^{-}(o) = \{g, c, e\} \) with \( g \prec c \prec e \). The first descendants are \( \text{fdesc}(g) = g \), \( \text{fdesc}(c) = \text{fdesc}(e) = b \). Therefore the leaves of \( \text{row}_\ast(o) \) are \( g \) (the first vertex in \( \text{adj}^{-}(o) \)) and \( c \) (because \( \text{fdesc}(c) = b \succ g \)). The vertex \( e \) is not a leaf because \( \text{fdesc}(e) = b \prec c \).

### 6.4 Monotone degrees, cliques, and supernodes

The next task we consider is the calculation of the monotone degrees \( \deg^-_\ast(v) = |\text{adj}^{-}_\ast(v)| \) and \( \deg^+_\ast(v) = |\text{adj}^{+}_\ast(v)| \) for all vertices. Efficient algorithms for computing the monotone degrees were developed by Gilbert, Ng, and Peyton [94]. These algorithms are based on the path decomposition methods of §2.4 and have a complexity approximately linear in \( |E| \).

The row subtrees of the filled graph form a family of subtrees of the elimination tree. The root of the row subtree \( \text{row}_\ast(v) \) is \( v \); its leaves form a subset of \( \text{adj}^{-}(v) \) and are easily identified in a postordering, as we saw in the last section. The path decomposition methods of §2.4 can therefore be used to determine the number of edges in each row subtree \( \text{row}_\ast(u) \), i.e., \( \deg^-_\ast(u) \), and the number of row subtrees each vertex \( v \) belongs to, i.e., \( \deg^+_\ast(v) + 1 \). See [94] for details.

Knowledge of the lower or higher degrees immediately gives us the size of the edge set \( |E_\sigma^\ast| \) of the elimination graph, which is equal to the sum of the lower or the higher degrees, and the size of the fill-in \( |E_\sigma^\ast| - |E| \). This also provides a practical test for checking whether a given ordering \( \sigma \) is a perfect elimination ordering.
6.5 Filled graph

As explained in §4.4 and §4.5 the higher degrees and the elimination tree are also sufficient to determine the cliques in the filled graph, construct a clique tree, and a supernodal elimination tree.

6.5 Filled graph

The edge set of the elimination graph can be generated in various ways, for example, directly from the definition (6.1). If the elimination tree of the filled graph is known, the calculations can be organized as a recursion on the elimination tree, using the equation

\[ \text{col}_\sigma(v) = \text{col}(v) \cup \bigcup_{w \in \text{ch}(v)} \text{adj}_\sigma^+(w). \]  

(6.2)

Here ch(v) is the set of children of v in the elimination tree of the elimination graph. To find the higher neighborhoods of the filled graph, one starts at the leaves of the elimination tree (with \( \text{adj}_\sigma^+(v) = \emptyset \)), enumerates the vertices in a topological ordering, and uses (6.2) to find the higher neighborhood of each vertex from the higher neighborhoods of its children.

6.6 Triangulation

A triangulation, or chordal embedding, or chordal extension of a graph \( G = (V, E) \) is a chordal graph \( G' = (V, E') \) with \( E \subseteq E' \). The graph elimination process discussed in the previous sections gives a method for finding triangulations: we choose an ordering \( \sigma \) and apply graph elimination to the graph \( G_\sigma = (V, E, \sigma) \); the graph \( (V, E_\sigma^*) \) is a triangulation of \( G \). Not all triangulations can be generated by graph elimination; a simple example is shown in Figure 6.5 [180, page 627]. However, if \( G' = (V, E') \) is a triangulation and \( \sigma \) is a perfect elimination ordering for \( G' \), then \( E_\sigma^* \subseteq E' \), so by graph elimination with ordering \( \sigma \) we find a triangulation \( (V, E_\sigma^*) \) which is at least as efficient as \( G' \). Put differently, all (inclusion-)minimal triangulations can be obtained by graph elimination [180, lemma 1]. In this section we therefore restrict the discussion to triangulations \( (V, E_\sigma^*) \) obtained by graph elimination.
In the following chapters we describe several graph and sparse matrix problems that are easily solved when the graph is chordal, by algorithms that can be formulated as recursions over a junction tree. When applied to a triangulation these algorithms can be used to give exact or approximate solutions for non-chordal graphs. Clearly, the efficiency or accuracy of such approaches varies with the size and properties of the triangulation. Two criteria in particular are important when judging the quality of a triangulation. The first is the amount of fill, $|E^*_\sigma| - |E|$, or, equivalently, the sum of the higher degrees in the triangulation:

$$\sum_{v \in V} \deg^+_\sigma(v) = |E^*_\sigma|.$$  

An ordering that minimizes this quantity over all possible orderings is called a minimum ordering. Yannakakis has shown that finding minimum orderings is an NP-complete problem \[240\]. The second criterion is the size of the largest clique in the triangulation or, equivalently, the maximum higher degree

$$\max_{v \in V} \deg^+_\sigma(v)$$  

(this is one less than the maximum clique size; see §4.4). The minimum value of this quantity, over all possible orderings, is known as the treewidth of $G$ \[191\]  \[39\]  \[40\]. Determining the treewidth, i.e., finding the ordering that minimizes the largest clique size in the triangulation, is also NP-complete \[16\].

A more tractable problem is the computation of minimal orderings. An ordering $\sigma$ is minimal if there exists no ordering $\rho$ for which $E^*_\rho \subseteq E^*_\sigma$. Minimal ordering schemes also provide a test for chordality of a
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graph. Since a graph is chordal if and only if it has a perfect elimination ordering \( \sigma \), i.e., an ordering with zero fill-in \( F_\sigma = \emptyset \), all minimal orderings of a chordal graph are perfect elimination orderings. One can therefore test chordality by applying any minimal ordering algorithm and checking whether the result is a perfect elimination ordering.

The first minimal ordering algorithms were proposed in \[180, 179, 195\]. The algorithm by Ohtsuki \[179\] and Rose, Tarjan, and Lueker \[195\] have an \( O(mn) \) complexity, where \( m = |E| \) and \( n = |V| \). The algorithm in \[195\] is an extension of the \( O(m + n) \) Lex-BFS algorithm for finding a perfect elimination ordering for chordal graphs, and is now known as Lex-M. More recently, a similar generalization of the MCS algorithm, which finds a perfect elimination ordering of chordal graphs in \( O(m + n) \) time, was presented in \[29\]. The complexity of this MCS-M algorithm for finding minimal orderings is also \( O(mn) \).

Minimality of an ordering method is no guarantee for low fill-in. The most common ordering methods used in practice are heuristic fill-reducing ordering methods that are not necessarily minimal, such as the minimum degree or nested dissection ordering methods \[65, \text{chapter 7}\]. Several algorithms have also been developed for finding a minimal triangulation that improves on a given non-minimal triangulation, for example, the triangulation produced by a fill-reducing ordering heuristic. The algorithms in \[37, 186, 30, 114\] are examples. For more discussion of minimal triangulations we refer the reader to the survey \[113\].
The terminology of the previous sections (graph elimination, elimination tree, ...) refers in the first place to Gauss elimination and Cholesky factorization of sparse positive definite matrices, a subject that will be covered in Chapter 9. Graph elimination and the associated tree structures also appear in a wide range of applications outside matrix algebra, and they have a long and independent history in many disciplines. In this section we discuss a few examples.

We use the term index set for an ordered sequence of distinct integers. If \( x = (x_1, x_2, \ldots, x_n) \) and \( \beta = (\beta(1), \beta(2), \ldots, \beta(r)) \) an index set with elements in \( \{1, 2, \ldots, n\} \), then \( x_\beta \) denotes the \( r \)-tuple \( (x_\beta(1), x_\beta(2), \ldots, x_\beta(r)) \). If \( X_1, \ldots, X_n \) are sets, then \( X_\beta \) denotes the set \( X_{\beta(1)} \times X_{\beta(2)} \times \cdots \times X_{\beta(r)} \). The difference between the index set \( \beta \) and the set \( \{\beta(1), \beta(2), \ldots, \beta(r)\} \) is the ordering of the elements in \( \beta \).

The applications discussed in this section involve a set of functions \( f_1(x_\beta_1), f_2(x_\beta_2), \ldots, f_l(x_\beta_l) \) that depend on different, possibly overlapping, subsets of a variable \( x = (x_1, x_2, \ldots, x_n) \). The index set \( \beta_k \) specifies the arguments of the function \( f_k \). We associate with the functions an undirected graph \( G = (V, E) \) with vertex set \( V = \{1, 2, \ldots, n\} \) and an edge \( \{i, j\} \in E \) between vertices \( i \) and \( j \) if and only if there
Figure 7.1: Interaction graph for 5 variables and functions $f_1(x_1, x_4, x_5)$, $f_2(x_1, x_3)$, $f_3(x_2, x_3)$, $f_4(x_2, x_4)$.

exists at least one index set $\beta_k$ that contains the indices $i$ and $j$. The graph $G$ is called the interaction graph \[32\] or co-occurrence graph \[59\]. Figure 7.1 shows an example for five variables and functions

$$f_1(x_1, x_4, x_5), \quad f_2(x_1, x_3), \quad f_3(x_2, x_3), \quad f_4(x_2, x_4), \quad (7.1)$$

i.e., index sets $\beta_1 = (1, 4, 5)$, $\beta_2 = (1, 3)$, $\beta_3 = (2, 3)$, $\beta_4 = (2, 4)$. Note that the interaction graph does not uniquely determine the index sets. The graph in Figure 7.1, for example, is also the interaction graph for the functions $f_1(x_1, x_4)$, $f_2(x_1, x_5)$, $f_3(x_4, x_5)$, $f_4(x_1, x_3)$, $f_5(x_2, x_3)$, and $f_6(x_2, x_4)$. Throughout this section we assume that the interaction graph is connected. Problems with an interaction graph that is not connected can be decomposed by partitioning the functions $f_k(x_{\beta_k})$ in groups with connected interaction graphs.

Although many of the ideas discussed below extend to functions of continuous variables, we will assume that each variable $x_i$ takes values in a finite set $X_i$ of size $s_i = |X_i|$. Hence, the function $f_k(x_{\beta_k})$ can be thought of as a $|\beta_k|$-dimensional table with $s_i$ cells in dimension $i$. The total number of cells in the table for $f_k$ is $\prod_{i \in \beta_k} s_i$.

The algorithms discussed in this section can be described concisely in terms of the elimination graph of the interaction graph (or filled interaction graph) and depend on an elimination ordering of the vertices. We will see that the complexity of the algorithms depends on the sizes of the cliques in the filled interaction graph and is typically exponential as a function of the largest clique size. The methods are therefore practical only if the interaction graph has small treewidth and if an elimination ordering is known that results in an elimination graph with small cliques (see §6.6). The techniques for analyzing
elimination graphs without explicitly constructing them that were presented in Chapter 6 are useful in this context, since they allow us to estimate the complexity for different elimination orderings at a cost that is roughly linear in the size of the interaction graph.

### 7.1 Dynamic programming

We first consider the problem of computing

$$\min_{x \in X} \sum_{k=1}^{l} f_k(x_{\beta_k})$$

(7.2)

where $X = X_1 \times X_2 \times \cdots \times X_n$. The function $f(x) = \sum_k f_k(x_{\beta_k})$ is a sum of functions of subsets of the variables $x_1, x_2, \ldots, x_n$. In nonlinear optimization this type of structure is called *partial separability* (see §12.1). We discuss methods for evaluating (7.2) that exploit partial separability and are much more efficient than a complete enumeration of the $\prod_i s_i$ elements in $X$ if the interaction graph is sufficiently sparse.

Graphical methods that take advantage of the interaction graph and their connection with graph elimination are discussed in [32], as an extension of dynamic programming for finite-state deterministic optimal control, and in [59], in a discussion of elimination algorithms for optimization over Boolean variables [118, chapter VI]. Deterministic dynamic programming is concerned with a special case in which $l = n - 1$ and $\beta_k = (k,k+1)$, $k = 1, \ldots, n - 1$, i.e., the minimization of

$$f_1(x_1, x_2) + f_2(x_2, x_3) + \cdots + f_{n-1}(x_{n-1}, x_n).$$

(7.3)

The variable $x_i$ typically represents a *state* at time $i$, and takes values in a finite set $X_i$; the function $f_i(x_i, x_{i+1})$ includes a cost of the state $x_i$ and/or $x_{i+1}$ plus the transition cost from state $x_i$ to $x_{i+1}$. The interaction graph for this problem is a path: $E = \{\{i,i+1\} \mid i = 1, \ldots, n-1\}$. The *backward dynamic programming algorithm* computes

$$u_k(x_{k-1}) = \min_{x_k, \ldots, x_n} (f_{k-1}(x_{k-1}, x_k) + f_k(x_k, x_{k+1}) + \cdots + f_{n-1}(x_{n-1}, x_n))$$
for $k = n, n - 1, \ldots, 1$, via the iteration

$$u_n(x_{n-1}) = \min_{x_n} f_{n-1}(x_{n-1}, x_n),$$
$$u_k(x_{k-1}) = \min_{x_k} (f_{k-1}(x_{k-1}, x_k) + u_{k+1}(x_k)), \quad k = n - 1, \ldots, 2,$$
$$u_1 = \min_{x_1} u_2(x_1).$$

The function $u_k(x_{k-1})$ is the optimal ‘cost-to-go’ from state $x_{k-1}$ at time $k - 1$. The final value $u_1$ is equal to the minimum of\(^{(7.3)}\). The *forward* dynamic programming algorithm uses a similar recursion to compute the optimal ‘cost-to-arrive’ functions

$$u_k(x_{k+1}) = \min_{x_1, \ldots, x_k} (f_1(x_1, x_2) + f_2(x_2, x_3) + \cdots + f_k(x_k, x_{k+1}))$$

for $k = 1, \ldots, n - 1$, and then computes the minimum $\min_x f(x) = \min_{x_n} u_{n-1}(x_n)$. Both algorithms can be interpreted as eliminating the optimization variables (i.e., optimizing over them) one by one, either in the numerical order (the forward algorithm) or inverse numerical order (the backward algorithm)\(^{(33, section 2.1)}\).

The key difference between\(^{(7.3)}\) and\(^{(7.2)}\) is that the general problem allows functions $f_k(x_{\beta_k})$ of more than two arguments. As an example that illustrates the extension of the dynamic programming approach to problem\(^{(7.2)}\), we take the functions\(^{(7.1)}\) and the problem of minimizing

$$f(x) = f_1(x_1, x_4, x_5) + f_2(x_1, x_3) + f_3(x_2, x_3) + f_4(x_2, x_4). \quad (7.4)$$

To simplify the complexity analysis we will assume that $s_i = s$ for all $i$. We compare the cost of variable elimination with the complete enumeration of the $s^5$ elements in $X$. First consider the numerical elimination ordering $\sigma = (1, 2, 3, 4, 5)$. To eliminate $x_1$, we separate the first two terms in $f$, which depend on $x_1$, from the rest, and minimize their sum:

$$\min_{x_1} f(x) = u_1(x_3, x_4, x_5) + f_3(x_2, x_5) + f_4(x_2, x_4) \quad (7.5)$$

where $u_1(x_3, x_4, x_5) = \min_{x_1} (f_1(x_1, x_4, x_5) + f_2(x_1, x_3))$. Calculating $u_1$ requires an enumeration of the $s^4$ possible values of $(x_1, x_3, x_4, x_5)$ in $X_1 \times X_3 \times X_4 \times X_5$. Next, we minimize\(^{(7.5)}\) over $x_2$:

$$\min_{x_1, x_2} f(x) = u_1(x_3, x_4, x_5) + u_2(x_3, x_4) \quad (7.6)$$
where \( u_2(x_3, x_4) = \min_{x_2} (f_3(x_2, x_3) + f_4(x_2, x_4)) \). This calculation requires an enumeration of \( s^3 \) possible values of \((x_2, x_3, x_4) \in X_2 \times X_3 \times X_4\). Continuing in this manner with the other three variables, we obtain

\[
\min_{x \in X} f(x) = \min_{x_1, x_4, x_5} \left( \min_{x_2} (f_3(x_2, x_3) + f_4(x_2, x_4)) + \min_{x_1} (f_1(x_1, x_4, x_5) + f_2(x_1, x_3)) \right).
\]

The complexity is lower for some other elimination orders. For example if we use \( \sigma = (5, 1, 2, 3, 4) \), i.e., calculate the minimum via the formula

\[
\min_x f(x) = \min_{x_5} \min_{x_4} \left( \min_{x_3} \left( \min_{x_2} \left( f_3(x_2, x_3) + f_4(x_2, x_4) \right) + \min_{x_1} (f_1(x_1, x_4, x_5) + f_2(x_1, x_3)) \right) \right),
\]

then the most expensive steps are the minimizations over \( x_5, x_1 \), and \( x_2 \), which each require an enumeration of \( s^3 \) values.

The variable elimination algorithm has a simple graph interpretation, illustrated in Figure 7.2. In the first step, when we minimize over \( x_{\sigma(1)} \), we enumerate all values of \( x_{\sigma(1)} \) and of the variables associated with the vertices adjacent to \( \sigma(1) \) in the interaction graph \( G \).
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Figure 7.2: The four interaction graphs after elimination of the variables $x_1$, $x_2$, $x_3$, $x_4$ in Figure 7.1. Dashed lines indicate fill edges.

Figure 7.3: The elimination graphs for the graph of Figure 7.1 for the ordering $\sigma = (1,2,3,4,5)$ (left) and $\sigma = (5,1,2,3,4)$ (right).

To construct the interaction graph for the function $\min_{x_{\sigma(1)}} f(x)$ we add edges between the vertices adjacent to $\sigma(1)$ in $G$ and then remove vertex $\sigma(1)$. In the notation of §6, this is the subgraph of the graph $(V,E_1)$ induced by the vertices $\sigma(2), \ldots, \sigma(n)$, where $E_1$ is defined in equation (6.1). In the second step, when we minimize over $x_{\sigma(2)}$, we enumerate all possible combinations of $x_{\sigma(2)}$ and the vertices adjacent to $\sigma(2)$ in the interaction graph of $\min_{x_{\sigma(1)}} f(x)$, add edges between the vertices adjacent to $\sigma(2)$ that are not already adjacent, and then remove $\sigma(2)$. The result is the interaction graph for $\min_{x_{\sigma(1)},x_{\sigma(2)}} f(x)$. Using the notation of (6.1), this interaction graph can be described as the subgraph of $(V,E_2)$ induced by the vertices $\sigma(3), \ldots, \sigma(n)$. The elimination process continues until all vertices have been removed.

The algorithm can therefore be described in terms of the filled interaction graph $G^*_\sigma$ (Figure 7.3). We start with the set of functions $F = \{f_1(x_{\beta_1}), \ldots, f_l(x_{\beta_l})\}$ and enumerate the vertices in $V$ in the order $\sigma$. When considering vertex $\sigma(i)$ we remove from $F$ the functions that have the variable $x_{\sigma(i)}$ as one of their arguments and minimize the sum of these functions over $x_{\sigma(i)}$. This defines a new function, with the variables indexed by $\text{adj}^+_\sigma(\sigma(i))$ as its arguments, where $\text{adj}^+_\sigma(\sigma(i))$ is the higher neighborhood of $\sigma(i)$ in the filled interaction graph $G^*_\sigma$. We add this new function to $F$ and move on to the next vertex.
The cycle in which we minimize over \( x_{\sigma(i)} \) requires enumerating values. If we assume that \( s_j = s \) for \( j = 1, \ldots, n \), this is equal to \( s^{\text{deg}_i} + 1 \). Hence, the complexity is exponential in the size of the largest clique of the filled interaction graph.

Algorithm 7.1 summarizes the method as a recursion on the elimination tree of the filled interaction graph. We use the notation \( \alpha_i \) to denote the index set with the elements of \( \text{adj}^+_i(\sigma(i)) \), ordered numerically.

We also define

\[
F_i = \{ k \in \{1, 2, \ldots, l\} \mid \arg\min_{j \in \beta_k} \sigma^{-1}(j) = i \}, \quad i = 1, \ldots, n.
\]

We say that the functions \( f_k(x_{\beta_k}) \) with \( k \in F_i \) are assigned to vertex \( i \).

The function \( f_k(x_{\beta_k}) \) is assigned to vertex \( i \) if \( i \) is the first index (in the order \( \sigma \)) of the elements of \( \beta_k \).

Algorithm 7.1 (Minimization of a partially separable discrete function).

**Input.** A partially separable function \( f(x) = \sum_{k=1}^{l} f_k(x_{\beta_k}) \) of variables \((x_1, \ldots, x_n) \in X = X_1 \times X_2 \times \cdots \times X_n\), and an elimination tree of a filled interaction graph.

**Output.** The minimum of \( f(x) \) over \( X \).

**Algorithm.** Enumerate the vertices of the elimination tree in topological order. For each vertex \( i \), compute

\[
u_i(x_{\alpha_i}) = \min_{x_i \in X_i} \left( \sum_{k \in F_i} f_k(x_{\beta_k}) + \sum_{j \in \text{ch}(i)} u_j(x_{\alpha_j}) \right).
\]

(7.8)

The second sum is understood to be zero if \( i \) is a leaf vertex.

On completion, \( u_{\sigma(n)} \) is a constant, equal to \( \min_x f(x) \). The function minimized on the right-hand side of (7.8) depends on the variables indexed by the index sets \( \beta_k \) for \( k \in F_i \) and \( \alpha_j \) for \( j \in \text{ch}(i) \). The vertices in \( \beta_k \), for \( k \in F_i \), are in the closed neighborhood \( \text{col}(i) \) of vertex \( i \) in the interaction graph (by definition of \( F_i \)), and therefore also in the closed neighborhood \( \text{col}_+(i) \) of the filled interaction graph. The vertices in \( \alpha_j \)
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Figure 7.4: Elimination trees of the filled interaction graph of Figure 7.1 for the elimination orders $\sigma = (1, 2, 3, 4, 5)$ (left) and $\sigma = (5, 1, 2, 3, 4)$ (right). Each of the functions $f_1(x_1, x_4, x_5)$, $f_2(x_1, x_3)$, $f_3(x_2, x_3)$, $f_4(x_2, x_4)$ is assigned to the first vertex (in the ordering $\sigma$) of the vertices associated with its arguments. The function $u_i$ is the sum of the functions assigned to the descendants of vertex $i$, minimized over all the variables associated with these descendants. Each function $u_i$ is a local variable, and passed from vertex $i$ to its parent, as indicated by the arrows.

The functions $u_i$ in (7.8) have the following meaning. For each $i$, the function $u_i(x_{\alpha_i})$ is the sum of the functions $f_k(x_{\beta_k})$ assigned to the descendants of vertex $i$ in the elimination tree, minimized over the variables indexed by the descendants. For $j \in \text{ch}(i)$ are included in $\text{col}_i(i)$ by properties of the elimination tree (in particular, (4.3) applied to the filled interaction graph). After minimizing over $x_i$, the right-hand side of (7.8) is a function of the variables indexed by $\text{adj}_i(i) = \text{col}_i(i) \setminus \{i\}$, i.e., of $x_{\alpha_i}$.

Figure 7.4 illustrates the algorithm for the two elimination orderings of the example. To apply Algorithm 7.1 with the second ordering, we take $F_5 = \{1\}$, $F_1 = \{2\}$, $F_2 = \{3, 4\}$, $F_3 = F_4 = \emptyset$, $\alpha_5 = (1, 4)$, $\alpha_1 = (3, 4)$, $\alpha_2 = (3, 4)$, $\alpha_3 = (4)$, $\alpha_1 = \emptyset$. The functions $u_i$ are

$$u_5(x_1, x_4) = \min_{x_5} f_1(x_1, x_4, x_5),$$
$$u_1(x_3, x_4) = \min_{x_1} (f_2(x_1, x_3) + u_5(x_1, x_4))$$
$$= \min_{x_1, x_5} (f_1(x_1, x_4, x_5) + f_2(x_1, x_3)),$$
$$u_2(x_3, x_4) = \min_{x_2} (f_3(x_2, x_3) + f_4(x_2, x_4)), $$

for $j \in \text{ch}(i)$ are included in $\text{col}_i(i)$ by properties of the elimination tree (in particular, (4.3) applied to the filled interaction graph). After minimizing over $x_i$, the right-hand side of (7.8) is a function of the variables indexed by $\text{adj}_i(i) = \text{col}_i(i) \setminus \{i\}$, i.e., of $x_{\alpha_i}$.
Discrete Applications of Graph Elimination

\[ u_3(x_4) = \min_{x_3} \left( u_2(x_3, x_4) + u_1(x_3, x_4) \right) \]
\[ = \min_{x_1, x_2, x_3, x_5} \left( f_1(x_1, x_4, x_5) + f_2(x_1, x_3) + f_3(x_2, x_3) + f_4(x_2, x_4) \right), \]
\[ u_4 = \min_{x_4} u_3(x_4) \]
\[ = \min_{x} \left( f_1(x_1, x_4, x_5) + f_2(x_1, x_3) + f_3(x_2, x_3) + f_4(x_2, x_4) \right). \]

The algorithm evaluates the nested formula (7.7), with the variables \( u_i \) as intermediate variables for the results of the minimization steps.

Algorithm 7.2 is a supernodal version of Algorithm 7.1 based on a recursion over a supernodal elimination tree for the filled interaction graph \( G'_\sigma \). Here we assign each function \( f_k(\beta_k) \) to the supernode \( \text{snd}(i) \) that contains the first index (in the ordering \( \sigma \)) of the arguments \( x_{\beta_k} \).

(Recall from §4.4 and §4.5 that the supernodes \( \text{snd}(i) \) in a supernode partition, form a partition of the vertex set \( V \), so this definition assigns every function to a unique supernode.) The set of functions assigned to the supernode \( \text{snd}(i) \) is therefore given by

\[ F_i = \{ k \in \{1, 2, \ldots, l\} \mid \arg\min_{j \in \beta_k} \sigma^{-1}(j) \in \text{snd}(i) \}, \quad i \in V^s. \]

For each supernode representative \( i \in V^s \) we define index sets \( \nu_i \), containing the elements of \( \text{snd}(i) \) ordered numerically, and \( \alpha_i \), containing the elements of \( \text{col}_s(i) \setminus \text{snd}(i) \), also ordered numerically. At each step of the supernodal algorithm we minimize over a subset \( x_{\nu_i} \) of the variables, as opposed to over a single variable \( x_i \) in the (nodal) Algorithm 7.1

**Algorithm 7.2 (Minimization of a partially separable discrete function).**

**Input.** A partially separable function \( f(x) = \sum_k f_k(x_{\beta_k}) \) of variables \( (x_1, \ldots, x_n) \in X = X_1 \times X_2 \times \cdots \times X_n \), and a supernodal elimination tree \( T^s \) of a filled interaction graph.

**Output.** The minimum of \( f(x) \) over \( X \).

**Algorithm.** Enumerate the representative vertices \( i \in V^s \) of \( T^s \) in topological order. For each supernode representative \( i \), compute

\[ u_i(x_{\alpha_i}) = \min_{x_{\nu_i} \in X_{\nu_i}} \left( \sum_{k \in F_i} f_k(x_{\beta_k}) + \sum_{j \in \text{ch}(i)} u_j(x_{\alpha_j}) \right). \quad (7.9) \]

The second sum is understood to be zero if \( i \) is a leaf vertex.
7.1. Dynamic programming

The function \( u_i(x_{\alpha_i}) \) in the recursion is the sum of the functions \( f_k(x_{\beta_k}) \) assigned to the descendants of the vertex \( i \) in the supernodal elimination tree, minimized over the variables in the supernodes represented by these descendants. On completion, \( i \) is the representative vertex of the root of the supernodal elimination tree and \( u_i \) is a constant equal to \( \min_{x \in X} f(x) \). The nodal Algorithm 7.1 is a special case of the supernodal Algorithm 7.2, if we use the supernodal partition \( V^s = V \) (see §4.5). Algorithms 7.2 and 7.1 both have a complexity that is exponential in the size of the largest clique in the filled interaction graph. An advantage of the supernodal algorithm is that it requires fewer and smaller intermediate variables \( u_i \).

Figures 7.5 and 7.6 illustrate the supernodal algorithm for an example with eight variables and five functions. The algorithm computes the minimum of

\[
f(x) = f_1(x_1, x_4, x_5) + f_2(x_2, x_3, x_4, x_6) + f_3(x_5, x_8) + f_4(x_6, x_8) + f_5(x_7, x_8)
\]

via the nested minimization formula

\[
\min_x f(x) = \min_{x_5, x_6, x_8} \left( f_3(x_5, x_8) + f_4(x_6, x_8) + \min_{x_7} f_5(x_7, x_8) + \min_{x_4} \left( \min_{x_2, x_3} f_2(x_2, x_3, x_4, x_6) + \min_{x_1} f_1(x_1, x_4, x_5) \right) \right). \quad (7.10)
\]

The intermediate variables \( u_i \) in Figure 7.6 are defined as

\[
\begin{align*}
  u_1(x_4, x_5) &= \min_{x_1} f_1(x_1, x_4, x_5), \\
  u_2(x_4, x_6) &= \min_{x_2, x_3} f_2(x_2, x_3, x_4, x_6), \\
  u_4(x_5, x_6) &= \min_{x_4} (u_1(x_4, x_5) + u_2(x_4, x_6)), \\
  u_7(x_8) &= \min_{x_7} f_5(x_7, x_8), \\
  u_5 &= \min_{x_5, x_6, x_8} (f_3(x_5, x_8) + f_4(x_6, x_8) + u_4(x_5, x_6) + u_7(x_8)).
\end{align*}
\]
Figure 7.5: Interaction graph for 8 variables and functions $f_1(x_1, x_4, x_5)$, $f_2(x_2, x_3, x_4, x_6)$, $f_3(x_5, x_8)$, $f_4(x_6, x_8)$, $f_5(x_7, x_8)$ and elimination graph for the numerical elimination ordering.

Figure 7.6: Clique tree and intermediate variables for Algorithm 7.2 applied to the maximal supernode partition associated with the clique tree.
7.2 Probabilistic networks

In the second application, we compute the sum of a product of functions

$$\sum_{x \in X} \prod_{k=1}^{l} f_k(x_{\beta_k}).$$  \hfill (7.11)

The discussion of the previous section carries over almost verbatim to this problem, with summation over \(x \in X\) replacing minimization over \(X\), and the product of the functions \(f_k\) replacing their sum. In the example of Figure 7.6, we replace (7.10) by

$$\sum_{x \in X} f_1(x_1, x_4, x_5)f_2(x_2, x_3, x_4, x_6)f_3(x_5, x_8)f_4(x_6, x_8)f_5(x_7, x_8)$$

$$= \sum_{x_5, x_6, x_8} \left( f_3(x_5, x_8)f_4(x_6, x_8)(\sum_{x_7} f_5(x_7, x_8)) \right.$$

$$\times \left( \left( \sum_{x_4}(\sum_{x_2, x_3} f_2(x_2, x_3, x_4, x_6))(\sum_{x_1} f_1(x_1, x_4, x_5)) \right) \right).$$

To modify Algorithms 7.1 and 7.2 we only need to change (7.8) to

$$u_i(x_{\alpha_i}) = \sum_{x_i \in X_i} \left( \prod_{k \in F_i} f_k(x_{\beta_k}) \prod_{j \in \text{ch}(i)} u_j(x_{\alpha_j}) \right)$$

and (7.9) to

$$u_i(x_{\alpha_i}) = \sum_{x_{\nu_i} \in X_{\nu_i}} \left( \prod_{k \in F_i} f_k(x_{\beta_k}) \prod_{j \in \text{ch}(i)} u_j(x_{\alpha_j}) \right).$$  \hfill (7.12)

Graphical methods for computing sums of the form (7.11) have been studied since the 1980s in the literature on probabilistic graphical models. In these applications the functions \(f_k(x_{\beta_k})\) are nonnegative and \(f(x) = \prod_k f_k(x_{\beta_k})\) is a factored probability distribution. In a Markov network a joint probability of \(n\) random variables \(x_1, \ldots, x_n\) is expressed as a product

$$\Pr(x) = \prod_{k=1}^{l} f_k(x_{\beta_k})$$  \hfill (7.13)
of nonnegative functions $f_k(x_{\beta_k})$. The functions $f_k$ are called potential functions or factors. The interaction graph of $Pr(x)$ is an undirected graphical model of the distribution. In a Bayesian network [184, 64] a joint probability distribution of a random variable $(x_1, x_2, \ldots, x_n)$ is represented by a directed acyclic graph with vertices $V = \{1, 2, \ldots, n\}$. The probability of $x = (x_1, x_2, \ldots, x_n)$ is expressed as a product of conditional probabilities

$$Pr(x) = \prod_{k=1, \ldots, n} Pr\left(x_k \mid x_{\text{par}(k)}\right), \quad (7.14)$$

where $\text{par}(i)$ is an index set containing the parents of vertex $i$, i.e., the vertices $j$ that are connected to vertex $i$ by a directed edge $(j, i)$. If vertex $i$ has no parents then $\text{par}(i)$ is empty, and $Pr(x_i \mid x_{\text{par}(i)})$ is replaced with $Pr(x_i)$ in (7.14). The joint probability distribution (7.14) is of the same factored form as (7.13), with $l = n$ and $f_k(x_{\beta_k}) = Pr(x_k \mid x_{\text{par}(k)})$. The index set $\beta_k$ therefore contains $k$ and the elements of $\text{par}(k)$. To construct the interaction graph from the directed acyclic graph that defines (7.14) we replace the directed edges by undirected edges and add an edge between every two non-adjacent vertices that are parents of the same vertex. Figure 7.7 illustrates this for the distribution

$$Pr(x_1) Pr(x_2) Pr(x_3 \mid x_1) Pr(x_4 \mid x_1, x_2) Pr(x_5 \mid x_3) Pr(x_6 \mid x_4, x_5).$$

Detailed surveys of probabilistic networks are available in several books, including [184, 146, 58, 227, 64, 133].

Two common tasks in applications of probabilistic networks are inferencing and marginalization. In the inferencing problem we are given observations of a subset of the variables and are asked to compute the posterior probability for the other variables. Consider a set of discrete random variables $x = (x_1, x_2, \ldots, x_n)$ with a (prior) joint probability of

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7.7}
\caption{Bayesian network and its interaction graph.}
\end{figure}
the form \((7.13)\), where \(x\) takes values in the finite set \(X = X_1 \times \cdots \times X_n\). Suppose we observe values \(a_i\) for some the variables \(x_i\). If for the observed variables we replace the set \(X_i\) by the singleton \(\{a_i\}\), then the posterior probability of \(x\) is given by

\[
\Pr(x \mid \text{observations}) = \begin{cases} 
\frac{1}{S} \prod_{k=1}^{l} f_k(x_{\beta_k}) & x \in X \\
0 & \text{otherwise,}
\end{cases}
\]

where

\[
S = \sum_{x \in X} \prod_{k=1}^{l} f_k(x_{\beta_k}).
\]  

(7.15)

The normalization constant \(S\) is a sum of the form \((7.11)\) and can be computed using Algorithm \(7.1\) or \(7.2\) (with the max-sum update formulas replaced with sum-product updates).

The second problem is marginalizing a product function \(f(x) = \prod_k f_k(x_{\beta_k})\) over a subset of the variables. If \(\eta\) is an index set in \(\{1, 2, \ldots, n\}\), then we will use the notation \(\bar{\eta}\) to denote a complementary index set, with the elements of \(\{1, 2, \ldots, n\} \setminus \eta\). The \(\eta\)-marginal of \(f\) is defined as the function

\[
g_{\eta}(x_{\eta}) = \sum_{x_{\bar{\eta}} \in X_{\bar{\eta}}} \prod_{k=1}^{l} f_k(x_{\beta_k}).
\]

Suppose we compute \(S\) in \((7.15)\) using the sum-product version of Algorithm \(7.2\) applied to a supernodal elimination tree with root \(r\). The last step of the algorithm is to compute \(u_r = \sum_{x_{\nu_r}} g_{\nu_r}(x_{\nu_r})\) where

\[
g_{\nu_r}(x_{\nu_r}) = \prod_{k \in F_r} f_k(x_{\beta_k}) \prod_{j \in \text{ch}(r)} u_j(x_{\alpha_j}) = \sum_{x_{\nu_r} \in X_{\nu_r}} f(x).
\]

Hence, we also obtain the \(\nu_r\)-marginal of \(f\). If a maximal supernode partition is used (the supernodal elimination tree corresponds to a clique tree), then the elements of \(\nu_r\) form the clique in the filled interaction graph that was chosen as the root of the clique tree.

An extension of the algorithm computes the marginals for all the cliques in the filled interaction graph, by adding a recursion in inverse topological ordering. This is summarized in Algorithm \(7.3\) Here the
index sets $\nu_i$, $\alpha_i$, $\gamma_i$, and $\mu_i$ are defined as follows. As in Algorithm 7.2, $\nu_i$ contains the elements of $\text{snd}(i)$ and $\alpha_i$ contains the elements of $\text{col}_s(i) \setminus \text{snd}(i)$. In addition, we define an index set $\gamma_i$ with the elements of $\text{col}_s(i)$, and an index set $\mu_i$ with the elements of $\text{col}_s(q(i)) \setminus \text{col}_s(i)$, where $q(i)$ is the parent of $i$ in the supernodal elimination tree. Hence $\alpha_i$ contains the elements in the intersection of $\text{col}_s(i) \setminus \text{col}_s(q(i))$, $\nu_i$ the difference $\text{col}_s(i) \setminus \text{col}_s(q(i))$, and $\mu_i$ the difference $\text{col}_s(q(i)) \setminus \text{col}_s(i)$.

**Algorithm 7.3 (Marginals of a discrete product function).**

**Input.** A product function $f(x) = \prod_{k=1,...,l} f_k(x_{\beta_k})$ of variables $(x_1, \ldots, x_n) \in X = X_1 \times X_2 \times \cdots \times X_n$, and a supernodal elimination tree $T^s$ of a filled interaction graph.

**Output.** The $\gamma_i$-marginals $g_i(\gamma_i) = \sum_{x_{\gamma_i} \in X_{\gamma_i}} f(x)$ for $i \in V^s$.

**Algorithm.**

- Enumerate the vertices $i \in V^s$ of $T^s$ in topological order. For each $i \in V^s$, compute

$$u_i(x_{\alpha_i}) = \sum_{x_{\nu_i} \in X_{\nu_i}} \left( \prod_{k \in F_i} f_k(x_{\beta_k}) \prod_{j \in \text{ch}(i)} u_j(x_{\alpha_j}) \right).$$

The second product is understood to be one if $i$ is a leaf vertex.

- Define $v_r = 1$ for the root $r$ of $T^s$. Enumerate the vertices $i \in V^s$ of $T^s$ in inverse topological order. For each $i \in V^s$ and all $j \in \text{ch}(i)$, compute

$$v_j(x_{\alpha_j}) = \sum_{x_{\nu_j} \in X_{\nu_j}} \left( v_i(x_{\alpha_i}) \prod_{k \in F_i} f_k(x_{\beta_k}) \prod_{k \in \text{ch}(i), k \neq j} u_k(x_{\alpha_k}) \right).$$

On completion of the algorithm, the $\gamma_i$-marginals of $f(x)$ are available as products

$$g_{\gamma_i}(x_{\gamma_i}) = v_i(x_{\alpha_i}) \prod_{j \in \text{ch}(i)} u_j(x_{\alpha_j}) \prod_{k \in F_i} f_k(x_{\beta_k}).$$

If a maximal supernode partition is used, the sets $\gamma_i$ are exactly the cliques of the filled interaction graph and we obtain all the clique
marginals. If a non-maximal supernode partition is used the sets \( \gamma_i \) include all the cliques, but also some subsets of cliques.

Applied to the example of Figure 7.5, the first (bottom-up) half of the algorithm, illustrated in Figure 7.6, computes

\[
\begin{align*}
    u_1(x_4, x_5) &= \sum_{x_1} f_1(x_1, x_4, x_5), \\
    u_2(x_4, x_6) &= \sum_{x_2, x_3} f_2(x_2, x_3, x_4, x_6), \\
    u_4(x_5, x_6) &= \sum_{x_4} u_1(x_4, x_5) u_2(x_4, x_6), \\
    u_7(x_8) &= \sum_{x_7} f_5(x_7, x_8), \\
    u_5 &= \sum_{x_5, x_6, x_8} f_3(x_5, x_8) f_4(x_6, x_8) u_1(x_5, x_6) u_7(x_8). 
\end{align*}
\]

In the second part of the algorithm (Figure 7.8) we take \( v_5 = 1 \) and compute

\[
\begin{align*}
    v_4(x_5, x_6) &= \sum_{x_8} f_3(x_5, x_8) f_4(x_6, x_8) u_7(x_8), \\
    v_7(x_8) &= \sum_{x_5, x_6} f_3(x_5, x_8) f_4(x_6, x_8) u_1(x_5, x_6), \\
    v_1(x_4, x_5) &= \sum_{x_6} v_4(x_5, x_6) u_2(x_4, x_6), \\
    v_2(x_4, x_6) &= \sum_{x_5} v_4(x_5, x_6) u_1(x_4, x_5). 
\end{align*}
\]

From the functions \( u_i \) and \( v_i \) we find the clique marginals

\[
\begin{align*}
    g_{\gamma_1}(x_1, x_4, x_5) &= f_1(x_1, x_4, x_5) v_1(x_4, x_5), \\
    g_{\gamma_2}(x_2, x_3, x_4, x_6) &= f_2(x_2, x_3, x_4, x_6) v_2(x_4, x_6), \\
    g_{\gamma_4}(x_4, x_5, x_6) &= u_1(x_4, x_5) u_2(x_4, x_6) v_4(x_5, x_6), \\
    g_{\gamma_7}(x_7, x_8) &= f_5(x_7, x_8) v_7(x_8), \\
    g_{\gamma_5}(x_5, x_6, x_8) &= f_3(x_5, x_8) f_4(x_6, x_8) u_4(x_5, x_6) u_7(x_8). 
\end{align*}
\]

Algorithm 7.3 is an example of a message-passing algorithm; the functions (tables) \( u_i(x_{\alpha_i}) \) and \( v_i(x_{\alpha_i}) \) are the ‘messages’ passed between adjacent cliques in the clique tree. For a deeper discussion of
the theory, applications, and implementation of message passing algorithms in probabilistic networks, and historical notes on their origins, we refer the interested reader to the reference texts [162, chapter 26], [58, section 6.3], [64, chapter 7], [133, chapter 10].

7.3 Generalized marginalization

We have discussed variable elimination methods for calculating the minimum of the sum and the sum of the product of functions $f_k(x_{\beta_k})$. The algorithms for the two problems cases are essentially the same. The techniques for the min-sum and max-product problems can be extended to other pairs of operations [201, 147, 2], [58, section 6.4]. Aji and McEliece in [2] refer to the general problem as marginalizing a product function in a commutative semiring and give several examples from communications, information theory, and signal processing. They describe a general message-passing algorithm, the generalized distributive law, and show that it includes as special cases a large family of fast algorithms, with a history going back to decoding algorithms developed in the 1960s. The connections between the machine learning and coding theory applications are further discussed in [162, 164].
The second part of the paper (Chapters 8–11) covers applications of chordal graphs to sparse symmetric matrices. Graph theory has been an important tool in sparse matrix analysis since the 1960s [183] and much of the development of chordal graph theory was motivated by its relevance for sparse Cholesky factorization [193]. In this section we set out the notation and definitions that will be used in our discussion of sparse symmetric matrices.

### 8.1 Symmetric sparsity pattern

We define a symmetric sparsity pattern of order $n$ as a set

$$E \subseteq \{\{i, j\} \mid i, j \in \{1, 2, \ldots, n\}\}.$$  

A symmetric matrix $A$ is said to have sparsity pattern $E$ if $A_{ij} = A_{ji} = 0$ whenever $i \neq j$ and $\{i, j\} \notin E$. The diagonal entries $A_{ii}$ and the off-diagonal entries $A_{ij}$ with $\{i, j\} \in E$ may or may not be zero. The graph $G = (V, E)$ with $V = \{1, 2, \ldots, n\}$ is called the sparsity graph associated with the sparsity pattern. Figure 8.1 shows a sparsity
Figure 8.1: Sparsity graph for the matrix (8.1).
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The graph for the matrix

\[
A = \begin{bmatrix}
A_{11} & A_{21} & A_{31} & 0 & A_{51} \\
A_{21} & A_{22} & 0 & A_{42} & 0 \\
A_{31} & 0 & A_{33} & 0 & A_{53} \\
0 & A_{42} & 0 & A_{44} & A_{54} \\
A_{51} & 0 & A_{53} & A_{54} & A_{55}
\end{bmatrix}.
\] (8.1)

Note that the sparsity pattern and sparsity graph of a matrix are not unique (except for a matrix with no zero off-diagonal entries). If \( A \) has sparsity pattern \( E \) and \( E \subset E' \), then \( A \) also has sparsity pattern \( E' \). The sparsity pattern \( E' \) is called an extension or embedding of the sparsity pattern \( E \).

The notation \( \mathbf{S}^n \) will be used for the set of symmetric matrices of order \( n \) and \( \mathbf{S}^n_E \) for the set of symmetric matrices of order \( n \) with sparsity pattern \( E \). When we refer to ‘nonzeros’ or ‘dense submatrices’ of a sparsity pattern, it should be understood that this refers to the entire set of matrices \( \mathbf{S}^n_E \), i.e., it means that there exist matrices in \( \mathbf{S}^n_E \) with nonzero entries or dense submatrices in these positions. In particular, if \( W \subseteq \{1, 2, \ldots, n\} \) induces a complete subgraph of \( G \), then the principal submatrix with rows and columns indexed by \( W \) is referred to as a dense principal submatrix of the sparsity pattern. The clique \( W = \{1, 3, 5\} \) in Figure 8.1 for example, defines a ‘dense’ submatrix

\[
\begin{bmatrix}
A_{11} & A_{31} & A_{51} \\
A_{31} & A_{33} & A_{53} \\
A_{51} & A_{53} & A_{55}
\end{bmatrix},
\]

because there exist matrices in \( \mathbf{S}^n_E \) with nonzero entries in these nine positions.
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We use the term index set for an ordered sequence of distinct integers from \( \{1, 2, \ldots, n\} \). If \( \beta = (\beta(1), \ldots, \beta(r)) \) is an index set of length \( r \leq n \), then \( P_\beta \) denotes the \( r \times n \) matrix with entries

\[
(P_\beta)_{ij} = \begin{cases} 1 & j = \beta(i) \\ 0 & \text{otherwise.} \end{cases}
\]

If \( r = n \) this is a permutation matrix. Multiplying an \( n \)-vector \( x \) with \( P_\beta \) forms an \( r \)-vector with the entries indexed by \( \beta \), i.e., a permuted subvector of \( x \):

\[
P_\beta x = x_\beta = (x_{\beta(1)}, \ldots, x_{\beta(r)}).
\]

Multiplying an \( n \times n \) matrix with \( P_\beta \) on the left and with \( P_\beta^T \) on the right extracts the \( r \times r \) principal submatrix with rows and columns indexed by \( \beta \), and applies a symmetric reordering to it:

\[
P_\beta X P_\beta^T = X_\beta = \begin{bmatrix} X_{\beta(1)\beta(1)} & X_{\beta(1)\beta(2)} & \cdots & X_{\beta(1)\beta(r)} \\ X_{\beta(2)\beta(1)} & X_{\beta(2)\beta(2)} & \cdots & X_{\beta(2)\beta(r)} \\ \vdots & \vdots & \ddots & \vdots \\ X_{\beta(r)\beta(1)} & X_{\beta(r)\beta(2)} & \cdots & X_{\beta(r)\beta(r)} \end{bmatrix}.
\]

The product of an \( r \)-vector \( y \) with \( P_\beta^T \) is an \( n \)-vector \( x \) with \( x_\beta = y \) and \( x_i = 0 \) in the positions outside \( \beta \): for \( i = 1, \ldots, r \),

\[
(P_\beta^T y)_i = \begin{cases} y_j & i = \beta(j) \\ 0 & i \not\in \{\beta(1), \ldots, \beta(r)\} \end{cases}.
\]

Multiplying an \( r \times r \) matrix \( Y \) with \( P_\beta^T \) on the left and \( P_\beta \) on the right forms an \( n \times n \) matrix \( X \) with \( X_\beta \beta = Y \) and other entries zero: for \( k, l = 1, \ldots, n \),

\[
(P_\beta^T Y P_\beta)_{kl} = \begin{cases} Y_{ij} & (k, l) = (\beta(i), \beta(j)) \\ 0 & (k, l) \not\in \{\beta(1), \ldots, \beta(r)\} \times \{\beta(1), \ldots, \beta(r)\} \end{cases}.
\]

### 8.2 Chordal sparsity pattern

A sparsity pattern \( E \) is said to be chordal if the corresponding sparsity graph is chordal. In our discussion of matrices with chordal sparsity patterns we will often make the following assumptions. They can be
made without loss of generality and simplify the analysis and interpretation of sparse matrix algorithms considerably.

First, we will assume that the sparsity graph $G = (V, E)$ is connected. If not, one can apply a reordering of the rows and columns to convert the matrices in $S^n_E$ to block-diagonal form. The sparsity patterns of the diagonal blocks are the connected components of $G$ and can be analyzed separately.

Second, again by applying a suitable reordering, we can assume that the numerical ordering $\sigma = (1, 2, \ldots, n)$ is a perfect elimination ordering for $G$. Moreover, for any given supernodal partition $\{\text{snd}(i) | i \in V^s\}$ with $V^s \subseteq \{1, 2, \ldots, n\}$, we can select a perfect elimination ordering that satisfies the two additional properties in §4.6: the vertices in each supernode are numbered consecutively (\text{snd}(i) = \{i, i+1, \ldots, i+n_i\} if \text{snd}(i) has $n_i + 1$ elements), and the numerical ordering is a topological ordering of the supernodal elimination tree ($i < q(i)$ if supernode $\text{snd}(q(i))$ is the parent of supernode $\text{snd}(i)$ in the supernodal elimination tree $T^s$).

For convenience, we will use the term \textit{postordered supernodal elimination tree} to describe all of these assumptions. Given a postordered supernodal elimination tree, we can define the following index sets.

- For $i = 1, \ldots, n$, the index set $\gamma_i$ contains the elements of $\text{col}(i)$, sorted using the numerical ordering $\sigma$. The index set $\gamma_i$ contains the row indices of the lower-triangular nonzeros in column $i$.

- For $i = 1, \ldots, n$, the index set $\eta_i$ contains the elements of $\{j | j \geq i\} \setminus \text{col}(j)$, sorted using the numerical ordering $\sigma$. The index set $\eta_i$ contains the row indices of the lower-triangular zeros in column $i$.

- For $i \in V^s$, the index set $\nu_i$ contains the elements of $\text{snd}(i)$, sorted using the numerical ordering: $\nu_i = (i, i+1, \ldots, i+n_i)$ if $n_i = |\text{snd}(i)| - 1$.

- For $i \in V^s$, the index set $\alpha_i$ contains the elements of $\text{col}(i) \setminus \text{snd}(i)$, sorted using the numerical ordering $\sigma$. The index set $\alpha_i$ is empty if $i$ is the root of the supernodal elimination tree.
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Figure 8.2: A chordal sparsity pattern of order 17 with perfect elimination ordering (1, 2, ..., 17) and the corresponding elimination tree.

Hence, for a representative vertex $i \in V^s$, the leading part of $\gamma_i$ is the index set $\nu_i$ and the remaining part is $\alpha_i$. By Theorem 4.3, the indices in $\alpha_i$ are included in the index set $\gamma_{q(i)}$, where $q(i) > i$ is the parent of the supernode represented by $i$ in the supernodal elimination tree $T^s$. The first element of $\alpha_i$ is the first ancestor $a(i)$ of $i$.

This notation can be used for any of the supernodal partitions described in §4.5. When applied to a standard elimination tree, any topological ordering of the elimination tree satisfies these assumptions. In this case, the representative vertex set is $V^s = V = \{1, 2, \ldots, n\}$, every supernode $\nu_i$ consists of a single element $i$, and $\alpha_i$ contains the sorted entries of $\text{adj}^+(i)$.

An example is shown in Figure 8.2. In this example,

$$\gamma_5 = (5, 6, 7, 8, 10), \quad \nu_5 = 5, \quad \alpha_5 = (6, 7, 8, 10),$$

and

$$\eta_5 = (9, 11, 12, 13, 14, 15, 16, 17).$$

For the same sparsity pattern, Figure 8.3 shows a maximal supernode partition with an ordering that satisfies our assumptions. The elements
of the supernodes are numbered consecutively, and the ordering is a
topological ordering of the representative vertices. In this case,

\[ \gamma_5 = (5, 6, 7, 8, 10), \quad \nu_5 = (5, 6, 7), \quad \alpha_5 = (8, 10), \]

and

\[ \eta_5 = (9, 11, 12, 13, 14, 15, 16, 17). \]

The parent of \( \nu_5 \) in the supernodal elimination tree is the supernode \( \nu_8 = (8, 9) \).

When deriving or interpreting algorithms for chordal sparse matrices, it is often useful to consider a few common basic patterns. The simplest non-complete chordal pattern has two cliques. Matrices with this pattern consist of two overlapping diagonal blocks, as shown in Figure 8.4. Two other simple chordal sparsity patterns are band patterns (Figure 8.5) and arrow patterns (Figures 8.6 and 8.7). The sparsity graphs for band and arrow patterns are \( k \) -trees with \( k = w \) (see §3.2).
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Figure 8.4: Chordal sparsity pattern with two overlapping diagonal blocks of order $p$ and $q$ and associated clique tree.

Figure 8.5: Band pattern with bandwidth $2w + 1$ and a clique tree.

Figure 8.6: Block arrow pattern with block width $w$. 
8.3 Chordal extension

If $E'$ is chordal and $E \subset E'$ then we say $E'$ is a chordal extension or chordal embedding of the sparsity pattern $E$. Chordal extensions of non-chordal sparsity patterns can be constructed by choosing an ordering $\sigma$ and computing the elimination graph $G_\sigma^*$ of $G_\sigma = (V,E,\sigma)$. A common ordering choice is a fill-reducing heuristic such as the minimum degree or approximate minimum degree ordering, but depending on the application other choices may be appropriate (see §6.6).
In this chapter we discuss positive semidefinite matrices with chordal sparsity patterns.

9.1 Cholesky factorization

We define the Cholesky factorization of a symmetric positive definite matrix $A$ as a decomposition

$$P_\sigma AP_\sigma^T = LDL^T$$

with $L$ unit lower-triangular, $D$ positive diagonal, and $\sigma = (\sigma(1), \ldots, \sigma(n))$ a permutation of $(1, 2, \ldots, n)$. Equivalently, $A$ is factored as $A = P_\sigma^T LDL^T P_\sigma$. It is a basic result in linear algebra that if $A$ is positive definite, then for every permutation $\sigma$ there exist unique $L$ and $D$ that satisfy (9.1). If $A$ is positive semidefinite but singular, a decomposition (9.1) with nonnegative diagonal entries in $D$ exists for every permutation $\sigma$, but it is not unique (and difficult to compute in finite precision); see [117]. To make the semidefinite factorization unique, we will define the entries of $L$ below the $j$th diagonal entry to be zero if $D_{jj}$ is zero.
The graph elimination process of Chapter 6 describes the relation between the sparsity patterns of $A$ and $L + L^T$. We will show that if $A \in \mathbf{S}_E^n$ then

$$P^T_\sigma(L + L^T)P_\sigma \in \mathbf{S}_{E'}^n$$

(9.2)

where $E' = E_\sigma^*$ is the edge set of the filled ordered sparsity graph $G_\sigma = (V, E, \sigma)$. To simplify the notation we will assume that $\sigma$ is the numerical ordering $(1, 2, \ldots, n)$ and derive the sparsity pattern of $L + L^T$ in the factorization $A = LDL^T$. In the 'outer product' formulation of the Cholesky factorization algorithm [100, section 4.2.5], one starts from the partitioned matrix

$$A = \begin{bmatrix} d_1 & b_1^T \\ b_1 & C_1 \end{bmatrix}$$

and factors it as $A = L_1D_1L_1^T$ where

$$L_1 = \begin{bmatrix} 1 & 0 \\ (1/d_1)b_1 & I \end{bmatrix}, \quad D_1 = \begin{bmatrix} d_1 & 0 \\ 0 & C_1 - (1/d_1)b_1b_1^T \end{bmatrix}.$$

(If singular positive semidefinite matrices $A$ are allowed, the leading element $d_1$ may be zero, but then $b_1$ must be zero, and one replaces $1/d_1$ by zero in the definition of $L_1$ and $D_1$.) After this first step, $L_1 + D_1 + L_1^T \in \mathbf{S}_{E_1}^n$ where

$$E_1 = E \cup \{(j, k) \mid 1 < j < k, \{1, j\} \in E, \{1, k\} \in E\}.$$

This is the edge set after one step of the graph elimination process (defined in (6.1)). The added edges in $E_1$ account for possible new nonzero entries introduced by the outer product term $b_1b_1^T$. The matrix $C_1 - (1/d_1)b_1b_1^T$ is positive (semi-)definite if $A$ is, so $D_1$ can be further factored as $D_1 = \tilde{L}_2D_2\tilde{L}_2^T$ with

$$\tilde{L}_2 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & (1/d_2)b_2 & I \end{bmatrix}, \quad D_2 = \begin{bmatrix} d_1 & 0 & 0 \\ 0 & d_2 & 0 \\ 0 & 0 & C_2 - (1/d_2)b_2b_2^T \end{bmatrix}.$$

(Again, we substitute zero for $1/d_2$ if $d_2 = 0$.) Here $d_2$, $b_2$, and $C_2$ refer to the partitioned matrix

$$C_1 - \frac{1}{d_1}b_1b_1^T = \begin{bmatrix} d_2 & b_2^T \\ b_2 & C_2 \end{bmatrix}. $$
We now have a factorization $A = L_2 D_2 L_2^T$, where $L_2 = L_1 \tilde{L}_2$ and $L_2 + D_2 + L_2^T \in S_{E_2}^n$ where
\[
E_2 = E_1 \cup \{\{j, k\} \mid 2 < j < k, \{2, j\} \in E_1, \{2, k\} \in E_1\}.
\]

In the next step we factor the $(n-2) \times (n-2)$ matrix $C_2 - (1/d_2) b_2 b_2^T$, etc. After $i$ steps of this process, we have a factorization $A = L_i D_i L_i^T$ with $L_i + D_i + L_i^T \in S_{E_i}^n$, where
\[
E_i = E_{i-1} \cup \{\{j, k\} \mid i < j < k, \{i, j\} \in E_{i-1}, \{i, k\} \in E_{i-1}\}.
\]

After $n - 1$ steps, we obtain the complete factorization with sparsity pattern $E_{n-1} = E_\sigma^*$.

If $E$ is a chordal pattern and $\sigma$ is a perfect elimination ordering for it, then $E_\sigma^* = E$ and we obtain a ‘zero-fill’ Cholesky factorization, since (9.2) gives $L + L^T \in S_{E}^n$. This explains the term ‘perfect elimination ordering’. The connection between chordal graphs and matrix elimination was made by Rose [193].

**Theorem 9.1.** A sparsity pattern $E$ is chordal if and only if every positive definite matrix in $S_{E}^n$ has a Cholesky factorization with
\[
P_\sigma^T (L + L^T) P_\sigma \in S_{E}^n.
\]

**Proof.** If $E$ is chordal, then there exists a perfect elimination ordering $\sigma$ (Theorem 4.1). We have $E_\sigma^* = E$ and (9.3) follows from (9.2). If $E$ is not chordal, then for every ordering $\sigma$ one can find positive definite $A \in S_{E}^n$ for which the Cholesky factors do not satisfy (9.3), for example, using the following construction. Let $\sigma$ be an arbitrary ordering of $V = \{1, 2, \ldots, n\}$. Since $E$ is not chordal, the sparsity graph has a chordless cycle of length greater than three. Let $\sigma(i) \in V$ be the vertex in the cycle with the lowest index $i$, and let $\sigma(j)$ and $\sigma(k)$ with $k > j$ be its two neighbors in the chordless cycle. Define $A \in S_{E}^n$ as the matrix with unit diagonal,
\[
\begin{bmatrix}
A_{\sigma(i)\sigma(i)} & A_{\sigma(i)\sigma(j)} & A_{\sigma(i)\sigma(k)} \\
A_{\sigma(j)\sigma(i)} & A_{\sigma(j)\sigma(j)} & A_{\sigma(j)\sigma(k)} \\
A_{\sigma(k)\sigma(i)} & A_{\sigma(k)\sigma(j)} & A_{\sigma(k)\sigma(k)}
\end{bmatrix}
= \begin{bmatrix}
1 & 1/2 & 1/2 \\
1/2 & 1 & 0 \\
1/2 & 0 & 1
\end{bmatrix},
\]
and all other off-diagonal elements equal to zero. It can be verified that $A$ is positive definite, with a factorization (9.3) that has entries

$$
\begin{bmatrix}
L_{ii} & 0 & 0 \\
L_{ji} & L_{jj} & 0 \\
L_{ki} & L_{kj} & L_{kk}
\end{bmatrix} = \begin{bmatrix}
1 & 0 & 0 \\
1/2 & 1 & 0 \\
1/2 & -1/3 & 1
\end{bmatrix},
$$

$$
\begin{bmatrix}
D_{ii} & 0 & 0 \\
0 & D_{jj} & 0 \\
0 & 0 & D_{kk}
\end{bmatrix} = \begin{bmatrix}
1 & 0 & 0 \\
0 & 3/4 & 0 \\
0 & 0 & 2/3
\end{bmatrix}.
$$

The other strictly lower-triangular entries of $L$ are zero and the other diagonal entries of $D$ are one. Since $L_{kj} \neq 0$, the matrix $P_{\sigma}^T (L + L^T) P_{\sigma}$ is not in $S^n_E$. \hfill \Box

\section{9.2 Positive semidefinite matrix cone}

The positive semidefinite matrices with sparsity pattern $E$ form a convex cone

$$S^n_+ \cap S^n_E = \{ A \in S^n_E \mid A \succeq 0 \}.$$

This is a proper cone in $S^n_E$, i.e., closed, pointed, and with nonempty interior. It is clearly a closed convex cone, since it is the intersection of a subspace and a closed convex cone. It is pointed because $A$ and $-A$ are positive semidefinite only if $A = 0$. Its interior is $S^n_+ \cap S^n_E$, where $S^n_+ = \{ A \in S^n \mid A \succ 0 \}$ is the set of positive definite matrices.

When the sparsity pattern $E$ is chordal, the cone $S^n_+ \cap S^n_E$ can be decomposed as a sum of simple convex cones, as stated in the following theorem [106, theorem 4] [11, theorem 2.3] [122, theorem 1].

**Theorem 9.2.** Let $E$ be a chordal sparsity pattern of order $n$. Then $A \in S^n_+ \cap S^n_E$ if and only if it can be expressed as

$$A = \sum_{\beta \in C} P_{\beta}^T H_{\beta} P_{\beta} \quad (9.4)$$

where $C$ is the set of cliques of the sparsity graph and the matrices $H_{\beta}$ are symmetric and positive semidefinite.

**Proof.** Clearly, any decomposition (9.4) with $H_{\beta} \succeq 0$ implies that $A$ is positive semidefinite and has sparsity pattern $E$. The other direction
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\[ H_{\beta_1} + H_{\beta_2} = \]

Figure 9.1: A chordal sparsity pattern with two overlapping dense principal submatrices. A matrix with this pattern is positive semidefinite if and only if it can be written as a sum of two positive semidefinite matrices, each with only one dense principal submatrix \( H_{\beta_i} \succeq 0 \).

(existence of a decomposition (9.4) if \( E \) is a chordal pattern) follows from the zero-fill property of the Cholesky factorization. Without loss of generality we assume that the numerical ordering \( \sigma = (1, 2, \ldots, n) \) is a perfect elimination ordering for \( E \). Let \( V^c \subseteq \{1, 2, \ldots, n\} \) be the set of representative vertices of the cliques in the sparsity graph, \( \{\text{snd}(i) \mid i \in V^c\} \) a maximal supernode partition, and \( \gamma_j, j = 1, \ldots, n \), the index sets with the elements of \( \text{col}(j) \).

If \( A \in S^n_+ \cap S^n_E \), then it has a Cholesky factorization \( A = LDL^T \) and the matrix product can be expressed as a sum of outer products

\[ A = \sum_{j=1}^n D_{jj} P_{\gamma_j}^T L_{\gamma_j} L_{\gamma_j}^T P_{\gamma_j} = \sum_{i \in V^c} \sum_{j \in \text{snd}(i)} D_{jj} P_{\gamma_j}^T L_{\gamma_j} L_{\gamma_j}^T P_{\gamma_j}. \quad (9.5) \]

We observe that if \( j \in \text{snd}(i) \), then the elements of \( \gamma_j \) are included in \( \gamma_i \) and therefore \( P_{\gamma_j}^T L_{\gamma_j} = P_{\gamma_i}^T P_{\gamma_i} P_{\gamma_j}^T L_{\gamma_j} \gamma_j \). This allows us to write the sum in (9.5) as \( A = \sum_{i \in V^c} P_{\gamma_i}^T B_i P_{\gamma_i} \) where

\[ B_i = P_{\gamma_i} \left( \sum_{j \in \text{snd}(i)} P_{\gamma_j}^T L_{\gamma_j} L_{\gamma_j}^T P_{\gamma_j} \right) P_{\gamma_i}^T \succeq 0. \]

Since \( C = \{\gamma_i \mid i \in V^c\} \) is the set of cliques of the sparsity graph, we have decomposed \( A \) as in (9.4).

Figures 9.1 and 9.2 illustrate the theorem and its proof with a simple chordal pattern consisting of two overlapping diagonal blocks.

The result of Theorem 9.2 can be written concisely as a decomposition of the cone \( S^n_+ \cap S^n_E \) as a sum of cones:

\[ S^n_+ \cap S^n_E = \bigoplus_{\beta \in C} K_{\beta}, \quad K_{\beta} = \{P_{\beta}^T H_{\beta} P_{\beta} \mid H_{\beta} \succeq 0\}. \quad (9.6) \]
Each cone $K_\beta$ has a very simple structure. Its elements consist of one positive semidefinite principal submatrix, in the rows and columns indexed by $\beta$, and are zero outside this block. The cones $K_\beta$ are closed, convex, and pointed, but not proper because they have empty interiors (unless the sparsity graph is complete and there is only one clique).

Theorem 9.2 implies that the sum $\sum_\beta K_\beta$ is closed, since $S_n^+ \cap S_E^n$ is closed. This can also be seen from [192, corollary 9.1.3] where the following sufficient condition is given for the sum of closed convex cones to be closed: if $C_i, i = 1, \ldots, l$, are closed convex cones that satisfy the condition

$$\sum_{i=1}^l x_i = 0, \quad x_i \in C_i, \quad i = 1, \ldots, l \quad \Rightarrow \quad x_i = 0, \quad i = 1, \ldots, l,$$

then $\sum_{i=1}^l C_i$ is closed. This sufficient condition holds for the cones $K_\beta$ defined in (9.6), because $\sum_\beta P_\beta^T H_\beta P_\beta = 0$ with $H_\beta \succeq 0$ implies that the diagonal of each $H_\beta$ is zero, hence $H_\beta = 0$.

If $A$ is a positive semidefinite matrix with a non-chordal sparsity pattern, then a decomposition (9.4) may still exist. However, one can show that for every non-chordal pattern there exist positive semidefinite matrices that cannot be decomposed as in (9.4). Instances can be constructed by the following method from [106, page 41]. Suppose the sparsity graph $(V, E)$ has a chordless cycle of length greater than three. After a suitable reordering we can assume that the cycle is $(1, 2, \ldots, k, 1)$ with $k > 3$. Define $A$ as the matrix with

$$A_{ii} = \lambda, \quad i = 1, \ldots, k, \quad A_{i,i+1} = A_{i+1,i} = 1, \quad i = 1, \ldots, k - 1, \quad A_{k1} = A_{1k} = (-1)^{k-1},$$

and other entries zero. Hence, $A$ has a leading
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$k \times k$ diagonal block

$$
\tilde{A} = \begin{bmatrix}
\lambda & 1 & 0 & \cdots & 0 & 0 & (-1)^{k-1} \\
1 & \lambda & 1 & \cdots & 0 & 0 & 0 \\
0 & 1 & \lambda & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \lambda & 1 & 0 \\
0 & 0 & 0 & \cdots & 1 & \lambda & 1 \\
(-1)^{k-1} & 0 & 0 & \cdots & 0 & 1 & \lambda
\end{bmatrix}
$$

and is otherwise zero. For odd $k$, $\tilde{A}$ is a circulant Toeplitz matrix with eigenvalues $\lambda + 2 \cos(2i\pi/k)$, $i = 0, \ldots, k - 1$. For even $k$, $\tilde{A}$ is an anticirculant Toeplitz matrix with eigenvalues $\lambda + 2 \cos((2i+1)\pi/k)$, $i = 0, \ldots, k - 1$. In both cases, $\tilde{A}$ is positive semidefinite for $\lambda \geq 2 \cos(\pi/k)$.

Each clique of the sparsity pattern contains at most one edge of the cycle, since a second edge would create a chord in the cycle. Since $A$ is zero outside of the block $\tilde{A}$, a decomposition (9.4) exists if and only $\tilde{A}$ can be decomposed as $\tilde{A} = \sum_{i} P_{\beta_{i}} H_{i} P_{\beta_{i}}$ with $\beta_{i} = (i, i + 1)$ for $i = 1, \ldots, k - 1$, $\beta_{k} = (1, k)$, and positive semidefinite $2 \times 2$-matrices $H_{i}$. This is equivalent to existence of scalars $u_{1}, \ldots, u_{k}$ such that

$$
H_{i} = \begin{bmatrix}
u_{i} & 1 \\
1 & \lambda - u_{i+1}
\end{bmatrix} \succeq 0, \quad i = 1, \ldots, k - 1,
$$

and

$$
H_{k} = \begin{bmatrix}
\lambda - u_{1} & (-1)^{k-1} \\
(-1)^{k-1} & u_{k}
\end{bmatrix} \succeq 0.
$$

The conditions on the coefficients $u_{i}$ are that $0 \leq u_{i} \leq \lambda$ for $i = 1, \ldots, k$ and

$$
1 \leq u_{i}(\lambda - u_{i+1}), \quad i = 1, \ldots, k - 1, \quad 1 \leq u_{k}(\lambda - u_{1}).
$$

We now show that these inequalities have no solution if $\lambda < 2$. Combining the quadratic inequalities and using the arithmetic-geometric mean inequality, we obtain that the coefficients $u_{i}$ must satisfy

$$
1 \leq \left( \prod_{i=1}^{k} u_{i}(\lambda - u_{i}) \right)^{\frac{1}{2k}} \leq \frac{\lambda}{2}.
$$
Therefore a decomposition (9.4) does not exist if \( \lambda < 2 \). However the matrix \( A \) is positive semidefinite if \( \lambda \geq 2 \cos(\pi/k) \) and this lower bound is less than 2. We conclude that for \( \lambda \) in the interval \( [2 \cos(\pi/k), 2) \) the matrix \( A \) is positive semidefinite but does not have a decomposition (9.4).

9.3 Multifrontal factorization

Elimination trees and the theory from Chapter 4 play a key role in the multifrontal Cholesky factorization algorithm \([75, 153, 154]\). We use the notation and conventions of §8.2. In particular, \( \sigma = (1, 2, \ldots, n) \) is the numerical ordering \((P_\sigma = I)\) and we examine the Cholesky factorization \( A = LDL^T \) with diagonal \( D \). We first examine how the product in \( A = LDL^T \) determines \( A \). Assume \( D \) is a nonnegative diagonal matrix, \( L \) is unit lower-triangular with \( L + L^T \in S^E_n \), and \( E \) is a chordal sparsity pattern with perfect elimination ordering \( \sigma \).

The \( i,j \) entry of \( A \), for \( i \geq j \), is

\[
A_{ij} = \sum_{k<j} D_{kk} L_{ik} L_{jk} + D_{jj} L_{ij}. \tag{9.7}
\]

This shows that \( A_{ij} = 0 \) when \( \{i, j\} \notin E \) (by monotone transitivity, \( i > j > k \) and \( \{i, k\} \in E, \{j, k\} \in E \) imply \( \{i, j\} \in E \)). Hence, \( A \) has sparsity pattern \( E \) and it is sufficient to examine \( A_{ij} \) for \( i = j \) or \( \{i, j\} \in E \). We denote the elimination tree for \( E \) by \( T \) and use the index set notation of §8.2. \( \alpha_j, \gamma_j \) are the index sets containing the sorted elements of \( \text{adj}^+(j) \) and \( \text{col}(j) \), respectively. From (9.7) the subvector \( A_{\alpha_j} \) can be expressed as

\[
\begin{bmatrix}
A_{jj} \\
A_{\alpha_j j}
\end{bmatrix} = \sum_{k<j} D_{kk} L_{jk} \begin{bmatrix}
L_{jk} \\
L_{\alpha_j k}
\end{bmatrix} + D_{jj} \begin{bmatrix}
1 \\
L_{\alpha_j j}
\end{bmatrix}
\]

\[
= \sum_{k \in T_j \setminus \{j\}} D_{kk} L_{jk} \begin{bmatrix}
L_{jk} \\
L_{\alpha_j k}
\end{bmatrix} + D_{jj} \begin{bmatrix}
1 \\
L_{\alpha_j j}
\end{bmatrix}
\]

\[
= \sum_{i \in \text{ch}(j)} \sum_{k \in T_i} D_{kk} L_{jk} \begin{bmatrix}
L_{jk} \\
L_{\alpha_j k}
\end{bmatrix} + D_{jj} \begin{bmatrix}
1 \\
L_{\alpha_j j}
\end{bmatrix}, \tag{9.8}
\]
where $T_j$ denotes the subtree of the elimination tree formed by the descendants of vertex $j$, and $\text{ch}(j)$ is the set of children of $j$ in the elimination tree. The second line follows because if $k < j$ then $\{j, k\} \in E$ only if $k$ is a descendant of $j$ in the elimination tree. (More precisely, $k$ must be in the $j$th row subtree.) Now suppose that with each vertex in the elimination tree we associate an $|\alpha_j| \times |\alpha_j|$ matrix

$$U_j = \sum_{k \in T_j} D_{kk} L_{\alpha_j,k} L_{\alpha_j,k}^T.$$ 

We call this the $j$th update matrix. The update matrices satisfy a recursive equation

$$U_j = D_{jj} L_{\alpha_j,j} L_{\alpha_j,j}^T + \sum_{i \in \text{ch}(j)} \sum_{k \in T_i} D_{kk} L_{\alpha_i,k} L_{\alpha_i,k}^T,$$

$$= D_{jj} L_{\alpha_j,j} L_{\alpha_j,j}^T + P_{\alpha_j} \left( \sum_{i \in \text{ch}(j)} P_{\alpha_i}^T \left( \sum_{k \in T_i} D_{kk} L_{\alpha_i,k} L_{\alpha_i,k}^T \right) P_{\alpha_i} \right) P_{\alpha_j}^T,$$

$$= D_{jj} L_{\alpha_j,j} L_{\alpha_j,j}^T + P_{\alpha_j} \left( \sum_{i \in \text{ch}(j)} P_{\alpha_i}^T U_i P_{\alpha_i} \right) P_{\alpha_j}^T.$$

On line 2 we use $L_{\alpha_i,k} = P_{\alpha_i}^T L_{\alpha_i,k}$ for $k \in T_i$ and $i \in \text{ch}(j)$. (This follows from (4.4).) Combining the last expression with (9.8) we get

$$\begin{bmatrix} A_{jj} & A_{\alpha_j,j}^T \\ A_{\alpha_j,j} & U_j \end{bmatrix} = D_{jj} \begin{bmatrix} 1 \\ L_{\alpha_j,j} \end{bmatrix} \begin{bmatrix} 1 \\ L_{\alpha_j,j} \end{bmatrix}^T + P_{\gamma_j} \left( \sum_{i \in \text{ch}(j)} P_{\alpha_i}^T U_i P_{\alpha_i} \right) P_{\gamma_j}^T. \quad (9.9)$$

This formula allows us to compute $A$, column by column, by enumerating the vertices of the elimination tree in topological order. We start at the leaves of the elimination tree (with $\text{ch}(j) = \emptyset$). At vertex $j$ we compute $A_{jj}$, $A_{\alpha_j,j}$, and the update matrix $U_j$ from $D_{jj}$, $L_{\alpha_j,j}$, and the update matrices of the children of $j$.

The equation (9.9) also shows us how to compute the Cholesky factors from $A$, column by column in a topological ordering. This becomes
clear if we rearrange (9.9) as
\[
\begin{bmatrix}
A_{jj} & A_{\alpha_jj}^T \\
A_{\alpha_jj} & 0
\end{bmatrix} - P_{\gamma_j} \left( \sum_{i \in ch(j)} P_{\alpha_i}^T U_i P_{\alpha_i} \right) P_{\gamma_j}^T
= D_{jj} \begin{bmatrix}
1 \\
L_{\alpha_jj}
\end{bmatrix} \begin{bmatrix}
1 & 0 \\
L_{\alpha_jj} & 0
\end{bmatrix}^T - \begin{bmatrix}
0 & 0 \\
0 & U_j
\end{bmatrix}
= \begin{bmatrix}
1 & 0 \\
L_{\alpha_jj} & I
\end{bmatrix} \begin{bmatrix}
D_{jj} & 0 \\
0 & -U_j
\end{bmatrix} \begin{bmatrix}
1 & L_{\alpha_jj}^T \\
0 & I
\end{bmatrix}.
\]

The left-hand side matrix is called the \textit{frontal matrix} in step \(j\). The \(j\)th frontal matrix can be assembled from column \(j\) of \(A\) and the update matrices of the children of \(j\) in the elimination tree. From the frontal matrix, one easily compute \(D_{jj}, L_{\alpha_jj},\) and the update matrix \(U_j\). The update matrices of the children of vertex \(j\) can be discarded once the frontal matrix for vertex \(j\) has been formed. This is summarized in the following algorithm.

\textbf{Algorithm 9.1} (Multifrontal Cholesky factorization).

\textbf{Input.} A positive definite matrix \(A \in S_n\), where \(G = (V, E)\) is a chordal sparsity pattern with perfect elimination ordering \(\sigma = (1, 2, \ldots, n)\), and a postordered elimination tree for \(G_{\sigma}\).

\textbf{Output.} The Cholesky factorization \(A = LDL^T\).

\textbf{Algorithm.} Enumerate the vertices \(j \in V = \{1, 2, \ldots, n\}\) of the elimination tree in topological order. For each \(j\) execute the following two steps.

- Form the frontal matrix
\[
\begin{bmatrix}
F_{11} & F_{12}^T \\
F_{21} & F_{22}
\end{bmatrix} = \begin{bmatrix}
A_{jj} & A_{\alpha_jj}^T \\
A_{\alpha_jj} & 0
\end{bmatrix} - P_{\gamma_j} \left( \sum_{i \in ch(j)} P_{\alpha_i}^T U_i P_{\alpha_i} \right) P_{\gamma_j}^T.
\]

- Calculate \(D_{jj}, L_{\alpha_jj},\) and the update matrix \(U_j\) from
\[
D_{jj} = F_{11}, \quad L_{\alpha_jj} = \frac{1}{D_{jj}} F_{21}, \quad U_j = -F_{22} + D_{jj} L_{\alpha_jj} L_{\alpha_jj}^T.
\]

The algorithm can be generalized to handle singular positive semidefinite matrices. In the extended version, if the leading entry \(F_{11}\) of the frontal matrix is zero, we take \(D_{jj} = 0, L_{\alpha_jj} = 0,\) and \(U_j = -F_{22}\).
The main calculations in Algorithm 9.1 are the sums in the construction of the frontal matrix and the outer product in the definition of $U_j$.

**9.4 Supernodal factorization**

The efficiency of the multifrontal factorization algorithm can be improved by applying block elimination to groups of columns with the same structure. The theory of supernodal partitions, discussed in §4.4 and §4.5, was developed for this purpose (see [154] for a survey and historical notes).

We will use the notation and assumptions of §8.2 for a supernodal elimination tree $T_s$ with vertex set $V^s$. We define a blocked or supernodal Cholesky factorization

$$A = LDL^T,$$

where $D$ is block-diagonal with dense symmetric positive definite diagonal blocks $D_{\nu_i\nu_i}$, and $L$ is block unit lower-triangular with $L_{\nu_i\nu_i} = I$ and a nonzero lower-diagonal block $L_{\alpha_i\nu_i}$ in block-column $\nu_i$. This block Cholesky factorization is easily transformed into the standard one (with diagonal $D$) by taking dense Cholesky factorizations of the diagonal blocks $D_{\nu_i\nu_i}$ and combining their Cholesky factors with $L$.

The extension of equation (9.9) to the supernodal Cholesky factorization reads

$$
\begin{bmatrix}
A_{\nu_j\nu_j} & A_{\alpha_j\nu_j}^T \\
A_{\alpha_j\nu_j} & U_j
\end{bmatrix} = 
\begin{bmatrix}
I & I \\
L_{\alpha_j\nu_j} & L_{\alpha_j\nu_j}
\end{bmatrix}^T 
+ P_{\gamma_j} \left( \sum_{i \in \text{ch}(j)} P_{\alpha_i}^T U_i P_{\alpha_i} \right) P_{\gamma_j}^T
$$

(9.10)

for $j \in V^s$ where ch($j$) now refers to the children of vertex $j$ in the supernodal elimination tree $T_s$. The update matrices are defined as

$$U_j = \sum_{k \in T^s_j} L_{\alpha_j\nu_k} D_{\nu_k\nu_k} L_{\alpha_j\nu_k}^T$$

where $T^s_j$ is the subtree of $T^s$ formed by vertex $j$ and its descendants.
The equation (9.10) shows us how to compute the supernodal Cholesky
decomposition using a generalization of Algorithm 9.1.

Algorithm 9.2 (Supernodal multifrontal Cholesky factorization).

\textbf{Input.} A positive definite matrix } A \in S^n, \text{ where } G = (V, E) \text{ is a chordal
sparsity pattern with perfect elimination ordering } \sigma = (1, 2, \ldots, n), \text{ and a postordered supernodal elimination tree for } G_\sigma.

\textbf{Output.} The supernodal Cholesky factorization } A = LDL^T.

\textbf{Algorithm.} Enumerate the supernode representatives } j \in V^s \text{ in topological
order. For each } j \text{ execute the following two steps.}

- Form the frontal matrix

  \[
  \begin{bmatrix}
  F_{11} & F_{21}^T \\
  F_{21} & F_{22}
  \end{bmatrix}
  =
  \begin{bmatrix}
  A_{\nu_j\nu_j} & A_{\alpha_j\nu_j}^T \\
  A_{\alpha_j\nu_j} & 0
  \end{bmatrix}
  - P_{\gamma_j} \left( \sum_{i \in \text{ch}(j)} P_{T_i} U_i P_{\alpha_i} \right) P_{T_j}^T. \tag{9.11}
  \]

- Calculate the matrices } D_{\nu_j\nu_j}, L_{\alpha_j\nu_j}, \text{ from

  } D_{\nu_j\nu_j} = F_{11}, \quad L_{\alpha_j\nu_j} = F_{21} D_{\nu_j\nu_j}^{-1} \tag{9.12}

\text{and the update matrix } U_j \text{ from

  } U_j = -F_{22} + L_{\alpha_j\nu_j} D_{\nu_j\nu_j} L_{\alpha_j\nu_j}^T.

This algorithm includes Algorithm 9.1 as a special case, obtained by
taking } V^s = V, T^s = T. \text{ As for the (nodal) multifrontal Algorithm 9.1,
we can generalize Algorithm 9.2 to handle singular positive semidefinite
matrices, by allowing singular positive semidefinite blocks } D_{\nu_j\nu_j}.
If the 1, 1-block } F_{11} \text{ of the frontal matrix is singular, we must have
} F_{21} = F_{21} F_{11}^T \text{ if } A \text{ is positive semidefinite and we can replace the
expression for } L_{\alpha_j\nu_j} \text{ in } (9.12) \text{ with } L_{\alpha_j\nu_j} = F_{21} D_{\nu_j\nu_j}^+ \text{ where } D_{\nu_j\nu_j}^+ \text{ is the
pseudoinverse of } D_{\nu_j\nu_j}.

The main steps in the algorithm are the construction of the frontal
matrices, the factorization of } D_{\nu_j\nu_j} \text{ needed to compute } L_{\alpha_j\nu_j}, \text{ and the
matrix outer-product in the formula for } U_j.

The algorithm can also be interpreted as computing a decompo-
sition as described in Theorem 9.2. If we use a maximal supernode
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partition \((V^s = V^c)\) and define

\[
H_j = F_j + \begin{bmatrix} 0 & 0 \\ 0 & U_j \end{bmatrix}
\]

where \(F_j\) is the frontal matrix (9.11), then \(H_j\) is positive semidefinite (from (9.10)) and

\[
\sum_{j \in V^c} P_{\gamma_j}^T H_j P_{\gamma_j} = \sum_{j \in V^c} P_{\gamma_j}^T \begin{bmatrix} A_{\nu_j \nu_j} & A_{\alpha_j \nu_j}^T \\ A_{\alpha_j \nu_j} & 0 \end{bmatrix} P_{\gamma_j} = A.
\]

The first equality follows because in the sum over \(j\) the contributions of the update matrices cancel out.

To illustrate the advantage of the supernodal factorization, we include in Figure 9.4 a scatter plot that shows the computation times for the nodal and supernodal multifrontal Cholesky factorizations based on 667 test problems with sparsity patterns from the University of Florida Sparse Matrix Collection [66]. The order of the test matrices range from 5 to approximately 130,000; see Figure 9.3. Notice that the computation times are very similar for small problems, but for many
Figure 9.4: Scatter plot of computation times (in seconds) for nodal and supernodal multifrontal Cholesky factorizations.

large problems, the supernodal factorization is up to an order of magnitude faster than the nodal factorization. Both factorizations were computed using Chompack [13].

9.5 Projected inverse

The inverse of a large sparse matrix is usually dense, expensive to compute, and rarely needed in practice. However the problem of computing a partial inverse, i.e., a small subset of the entries of the inverse, arises in several applications and can be solved quite efficiently [78, 99, 49, 61, 9, 6]. In this section, we consider the problem of computing \( \Pi_E(A^{-1}) \) for a positive definite matrix \( A \in S^n_E \), where \( \Pi_E \) denotes projection on the subspace \( S^n_E \): for \( Y \in S^n \),

\[
\Pi_E(Y)_{ij} = \begin{cases} 
Y_{ij} & \{i, j\} \in E \text{ or } i = j \\
0 & \text{otherwise.}
\end{cases}
\]  

(9.13)

We will show that if \( E \) is chordal, then \( \Pi_E(A^{-1}) \) can be efficiently computed from the sparse Cholesky factorization of \( A \) [61, 9].
9.5. Projected inverse

As in the previous section we assume the numerical ordering $\sigma$ is a perfect elimination ordering for $E$. To compute the projected inverse $\Pi_E(A^{-1})$ we first factor $A$ as $A = LDL^T$ with $L$ unit lower-triangular and $D$ positive diagonal. The equation

$$A^{-1}L = L^TD^{-1}$$  \hfill (9.14)

relates $A^{-1}$ and the Cholesky factors $L$ and $D$. Define $B = \Pi_E(A^{-1})$. For $j = 1, \ldots, n$, the submatrix $B_{\gamma_j \gamma_j}$ of $B$ satisfies

$$
\begin{bmatrix}
B_{jj} & B_{\alpha_j \gamma_j}^T \\
B_{\alpha_j j} & B_{\alpha_j \alpha_j}
\end{bmatrix}
\begin{bmatrix}
1 \\
L_{\alpha_j j}
\end{bmatrix}
=
\begin{bmatrix}
1/D_{jj} \\
0
\end{bmatrix}.
\hfill (9.15)
$$

This follows from (9.14), the fact that the $j$th column of $L$ is zero in the positions not included in $\gamma_j$, and that $L^{-T}$ is upper triangular with unit diagonal. The equation (9.15) shows that if $B_{\alpha_j \alpha_j}$ is given, then $B_{jj}$ and $B_{\alpha_j j}$ are easily computed as follows:

$$B_{\alpha_j j} = -B_{\alpha_j \alpha_j}L_{\alpha_j j}, \quad B_{jj} = \frac{1}{D_{jj}} - B_{\alpha_j j}^T L_{\alpha_j j}.$$  

Since the indices in $\alpha_j$ are included in the index set $\gamma_i$ for the parent $i = p(j)$, we can compute the columns of $B$ via a recursion on the elimination tree in inverse topological order, starting at the root $j = n$ (where $\alpha_n$ is empty). The algorithm closely resembles the multifrontal Cholesky factorization, with $U_j = B_{\alpha_j \alpha_j}$ in the role of update matrix, the matrix

$$
\begin{bmatrix}
B_{jj} & B_{\alpha_j \gamma_j}^T \\
B_{\alpha_j j} & U_j
\end{bmatrix}
$$

replacing the frontal matrix, and the direction of the recursion reversed. This formulation is especially useful when $B$ is stored in a column-compressed storage (CCS) scheme [65]. In the CCS scheme it is straightforward to locate the subvector $B_{\alpha_j j}$ with the lower-triangular nonzeros in each column $j$, but it is not as easy to extract a submatrix $B_{\alpha_j \alpha_j}$. Passing the matrices $B_{\alpha_j \alpha_j}$ as dense update matrices between vertices of the elimination tree and their children avoids the need to retrieve $B_{\alpha_j \alpha_j}$. 
As for the multifrontal Cholesky factorization, there is a supernodal version of this algorithm, based on the supernodal Cholesky factorization $A = LDL^T$. In the notation of §9.4 and Algorithm 9.2, the blocked equivalent of equation (9.15) is

$$\begin{bmatrix}
B_{\nu j\nu j} & B_{\alpha j\nu j}^T
B_{\alpha j\nu j} & B_{\alpha j\alpha j}
\end{bmatrix}
\begin{bmatrix}
I
L_{\alpha j\nu j}
\end{bmatrix} =
\begin{bmatrix}
D_{\nu j\nu j}^{-1}
0
\end{bmatrix},$$  

(9.16)

for $j \in V^s$. This equation is the $\gamma_j \times \nu_j$ subblock of the matrix equation $A^{-1}L = L^{-T}D^{-1}$.

The following outline summarizes the supernodal algorithm for computing the projected inverse. The nodal algorithm (based on equation (9.15)) is a special case for $T^s = T$, $V^s = \{1, 2, \ldots, n\}$, $\nu_j = j$.

Algorithm 9.3 (Projected inverse).

**Input.** The supernodal Cholesky factors $L, D$ of a positive definite matrix $A \in S_n^{E}$, where $G = (V, E)$ is a chordal sparsity pattern with perfect elimination ordering $\sigma = (1, 2, \ldots, n)$, and a postordered supernodal elimination tree for $G\sigma$.

**Output.** The projected inverse $B = \Pi_E(A^{-1})$.

**Algorithm.** Enumerate the representative vertices $j \in V^s$ in inverse topological order. For each $j$ execute the following two steps.

- Calculate $B_{\alpha j\nu j}$ and $B_{\nu j\nu j}$ from

$$B_{\alpha j\nu j} = -U_j L_{\alpha j\nu j}, \quad B_{\nu j\nu j} = D_{\nu j\nu j}^{-1} - B_{\alpha j\nu j}^T L_{\alpha j\nu j}. \quad (9.17)$$

- For $i \in \text{ch}(j)$ compute the update matrix

$$U_i = P_{\alpha i} P_{\gamma j}^T \begin{bmatrix}
B_{\nu j\nu j} & B_{\alpha j\nu j}^T
B_{\alpha j\nu j} & U_j
\end{bmatrix} P_{\gamma j} P_{\alpha i}^T. \quad (9.18)$$

The cost of computing the projected inverse is similar to that of computing the Cholesky factorization. This is illustrated in Figure 9.5 which shows a scatter plot of the computation times for the projected inverse and the Cholesky factorization. Indeed, the computation times are roughly the same for large problems. The results are based on the test problems that were described in §9.4.
9.6 Logarithmic barrier

The function \( \phi : \mathbb{S}_n^+ \to \mathbb{R} \), with domain \( \text{dom} \phi = \mathbb{S}_n^+ \cap \mathbb{S}_E^n \) (the positive definite matrices in \( \mathbb{S}_E^n \)) and function value

\[
\phi(S) = -\log \det S, \tag{9.19}
\]

is important in semidefinite optimization as a logarithmic barrier for the cone \( \mathbb{S}_n^+ \cap \mathbb{S}_E^n \). It is readily evaluated from a Cholesky factorization of \( S \). For example, if a factorization \( P \sigma S P^T_\sigma = LDL^T \) is available, with \( D \) positive diagonal and \( L \) unit lower-triangular, then \( \phi(S) = -\sum_i \log D_{ii} \).

The gradient of \( \phi \) (for the trace inner product \( \langle A, B \rangle = \text{tr}(AB) \)) is defined as

\[
\nabla \phi(S) = -\Pi_E(S^{-1}),
\]

i.e., the negative of the projected inverse, and can be efficiently computed using Algorithm 9.3. Similar algorithms exist for higher derivatives. The Hessian of \( \phi \) at \( S \) is a linear operator that maps a matrix

Figure 9.5: Scatter plot of computation times (in seconds) for multifrontal projected inverse and Cholesky factorization.
Y ∈ $S^p_E$ to the matrix

$$\nabla^2 \phi(S)[Y] = \left. \frac{d}{dt} \nabla \phi(S + tY) \right|_{t=0} = \Pi_E(S^{-1}YS^{-1}).$$

This expression can be evaluated without explicitly computing the inverse $S^{-1}$ or the (generally dense) matrix product $S^{-1}YS^{-1}$, via two recursions on an elimination tree, one in topological order and the second in an inverse topological order [61, 9]. The two recursions in the algorithm can be interpreted as linearizations of the calculations needed to compute the gradient at $S$. The first recursion, in topological order, computes the directional derivatives of the Cholesky factors of $S$ in the direction $Y$. The second recursion, in inverse topological order, computes the directional derivative of the projected inverse. It is also interesting to note that the linear operators evaluated by the two recursions are adjoints. This provides a useful factorization of the Hessian $\nabla^2 \phi(S)$ as a composition $\nabla^2 \phi(S)[Y] = R^*_S(R_S(Y))$ of a linear operator $R_S$ and its adjoint $R^*_S$. Moreover, the inverse operator $R^{-1}_S$ and its adjoint can also be evaluated using similar algorithms, leading to efficient methods for evaluating the inverse of $\nabla^2 \phi(S)$. These algorithms and their applications are discussed in greater detail in [61, 9].
In a positive semidefinite completion problem, one is given a sparse matrix \( A \in S_E^n \), representing a partially specified dense matrix. The diagonal entries \( A_{ii} \) and the off-diagonal entries \( A_{ij} \) with \( \{i, j\} \in E \) are fixed; the off-diagonal entries for \( \{i, j\} \notin E \) are free. The problem is to find values for the free entries that make the matrix positive semidefinite. Geometrically, we are expressing the matrix \( A \in S_E^n \) as the projection \( \Pi_E(X) \) of a positive semidefinite matrix \( X \) on the subspace \( S_E^n \). Positive semidefinite completion problems have been studied extensively since the 1980s [76, 108, 20]. In this section we survey the most important results and present algorithms for solving positive semidefinite completion problems with chordal sparsity patterns \( E \). Surveys of the vast literature on this subject can be found in [121, 141, 142] and the book [19].

**10.1 Positive semidefinite completable matrix cone**

We denote by \( \Pi_E(S^+_E) \) the set of matrices in \( S_E^n \) that have a positive semidefinite completion:

\[
\Pi_E(S^+_E) = \{ \Pi_E(X) \mid X \in S^+_E \}.
\]
This is a proper convex cone. It is the projection of the positive semidefinite cone in $\mathbb{S}^n$ on the subspace $\mathbb{S}^n_E$ and therefore itself a convex cone, with nonempty interior in $\mathbb{S}^n_E$. It is pointed because $A \in \Pi_E(\mathbb{S}^n_+)$ and $-A \in \Pi_E(\mathbb{S}^n_+)$ implies that $A = \Pi_E(X) = -\Pi_E(Y)$ for some $X \succeq 0$ and $Y \succeq 0$ and, hence, $\Pi_E(X + Y) = 0$, $X + Y \succeq 0$, which is only possible if $X = Y = 0$ (since $\Pi_E(X + Y) = 0$ implies that the diagonal of $X + Y$ is zero). Closedness of $\Pi_E(\mathbb{S}^n_+)$ follows from [192, theorem 9.1], which states that if $C$ is a closed convex cone and $A$ a linear mapping that satisfies
\[
\text{nullspace}(A) \cap C = \{0\},
\]
then $A(C)$ is closed. Applying this to $C = \mathbb{S}^n_+$ and $A = \Pi_E$ shows that $\Pi_E(\mathbb{S}^n_+)$ is closed. (In this case, $\Pi_E(X) = 0$ implies that the diagonal of $X$ is zero, which for a positive semidefinite matrix implies $X = 0$.)

The positive semidefinite completable cone $\Pi_E(\mathbb{S}^n_+)$ and the positive semidefinite cone $\mathbb{S}^n_+ \setminus \mathbb{S}^n_E$ form a pair of dual cones in $\mathbb{S}^n_E$. To see this, we first verify that the dual of $\Pi_E(\mathbb{S}^n_+)$ is $\mathbb{S}^n_+ \cap \mathbb{S}^n_E$:
\[
\begin{align*}
(\Pi_E(\mathbb{S}^n_+))^* &= \{B \in \mathbb{S}^n_E \mid \text{tr}(AB) \geq 0 \ \forall A \in \Pi_E(\mathbb{S}^n_+)\} \\
&= \{B \in \mathbb{S}^n_E \mid \text{tr}(\Pi_E(X)B) \geq 0 \ \forall X \succeq 0\} \\
&= \{B \in \mathbb{S}^n_E \mid \text{tr}(XB) \geq 0 \ \forall X \succeq 0\} \\
&= \mathbb{S}^n_+ \cap \mathbb{S}^n_E.
\end{align*}
\]
Since the dual of the dual of a convex cone is the closure of the cone [192, page 121], we also have
\[
(\mathbb{S}^n_+ \cap \mathbb{S}^n_E)^* = (\Pi_E(\mathbb{S}^n_+))^{**} = \text{cl}(\Pi_E(\mathbb{S}^n_+)) = \Pi_E(\mathbb{S}^n_+).
\]
These properties hold for any sparsity pattern $E$, chordal or not. For a chordal pattern, the decomposition result for the cone $\mathbb{S}^n_+ \cap \mathbb{S}^n_E$ in Theorem 9.2 leads to the following characterization of the positive semidefinite completable cone $\Pi_E(\mathbb{S}^n_+)$ [108, theorem 7].

**Theorem 10.1.** Let $E$ be a chordal sparsity pattern of order $n$. Then $A \in \Pi_E(\mathbb{S}^n_+)$ if and only if
\[
A_{\beta\beta} \succeq 0 \quad (10.1)
\]
for all cliques $\beta$ of the sparsity graph. $A \in \text{int}\Pi_E(\mathbb{S}^n_+)$ if and only if $A_{\beta\beta} \succ 0$ for all cliques $\beta$. 
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Proof. A ∈ Π_E(S^n_+) if and only if tr(AB) ≥ 0 for all B ∈ S^n_+ ∩ S^n_E. Using the characterization of S^n_+ ∩ S^n_E of Theorem 9.2, this holds if and only if

\[ 0 \leq tr \left( \sum_{\beta \in C} P^T_\beta H_\beta P_\beta A \right) = \sum_{\beta \in C} tr(H_\beta P_\beta A P^T_\beta) \] (10.2)

for all matrices H_β ≥ 0. This is equivalent to (10.1). Similarly, A ∈ int Π_E(S^n_+) if and only if strict inequality holds in (10.2) for all positive semidefinite H_β that are not all zero. This is equivalent to A_ββ ⪰ 0 for all cliques β.

□

If E is not chordal, the condition (10.1) is necessary but not sufficient. A counterexample can be constructed as follows. Suppose the sparsity graph contains a chordless cycle of length greater than three. After a suitable reordering we can assume that the cycle is (1, 2, ..., k, 1) with k > 3. Every clique of the sparsity graph contains at most one edge of this cycle, since a second edge would define a chord. Now take A ∈ S^n_E to have diagonal one,

\[ A_{i,i+1} = A_{i+1,i} = 1, \quad i = 1, \ldots, k - 1, \quad A_{k1} = A_{1k} = -1 \]

and A_{ij} = 0 for all other edges \{i, j\} ∈ E. This matrix satisfies A_ββ ≥ 0 for every clique β, because each matrix A_ββ is either an identity matrix (if the clique does not contain an edge of the cycle), or a matrix with unit diagonal and one symmetric pair of off-diagonal entries equal to one (if the clique contains an edge \{i, i + 1\} of the cycle) or negative one (if the clique contains the edge \{1, k\}). However A has no positive semidefinite completion. If X were such a completion, then necessarily \(X_{\eta\eta} = 11^T\) for the two principal submatrices indexed by \(\eta = (1, 2, \ldots, k - 1)\) and \(\eta = (2, \ldots, k)\). This gives a contradiction because then the submatrix

\[
\begin{bmatrix}
X_{11} & X_{21} & X_{k1} \\
X_{21} & X_{22} & X_{k2} \\
X_{k1} & X_{k2} & X_{kk}
\end{bmatrix}
= \begin{bmatrix}
1 & 1 & -1 \\
1 & 1 & 1 \\
-1 & 1 & 1
\end{bmatrix}
\]

is indefinite.
10.2 Maximum determinant completion

The positive semidefinite completion of a matrix in $\Pi_E(S^n_+)$ is not unique in general. For matrices in the interior of $\Pi_E(S^n_+)$, the completion with maximum determinant is of special interest. The maximum determinant positive definite completion of a matrix $A \in \Pi_E(S^n_{++})$ is defined as the solution of the optimization problem

$$\begin{align*}
\text{maximize} & \quad \log \det W \\
\text{subject to} & \quad \Pi_E(W) = A,
\end{align*}$$

with variable $W \in S^n$, where we define the domain of $\log \det W$ to be the set of positive definite matrices $S^n_{++}$. The solution $W$ is also called the maximum entropy completion of $A$, since it maximizes the entropy of the normal distribution $N(0, W)$, which is given by

$$\frac{1}{2} (\log \det W + n \log(2\pi) + n),$$

subject to the constraint $\Pi_E(W) = A$; see [68].

The Lagrange dual of (10.3) is the minimization problem

$$\begin{align*}
\text{minimize} & \quad \text{tr}(AY) - \log \det Y - n,
\end{align*}$$

(10.4)

where the variable $Y \in S^n_E$ is a Lagrange multiplier for the equality constraint in (10.3). (As elsewhere, we define the domain of $-\log \det Y$ to be $S^n_{++} \cap S^n_E$ so there is an implicit constraint that $Y$ is positive definite.) The dual problem (10.4) has an important application in statistics and machine learning. The solution $Y$ can be shown to be the inverse of the maximum likelihood estimate of the covariance matrix of a Gaussian random vector variable, subject to a set of conditional independence constraints. In this interpretation $A$ is the projection $\Pi_E(C)$ on $S^n_E$ of a sample covariance matrix $C$. Absence of an edge $\{i, j\}$ in $E$ indicates that the components $i$ and $j$ of the random vector are conditionally independent [68], [46, chapter 5]. Another application of problem (10.4) will be discussed in section 10.5.

The optimality conditions for the convex optimization problem (10.3) and its dual are

$$\Pi_E(W) = A, \quad W > 0, \quad W^{-1} = Y.$$  

(10.5)
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The two equalities show that the inverse of the maximum determinant completion \( W \) has sparsity pattern \( E \). Since \( W \) is usually dense, its inverse or the Cholesky factors of the inverse therefore provide a convenient and economical representation of the maximum determinant completion \( W \).

We now show that if \( E \) is a chordal sparsity pattern, then the Cholesky factors of \( W = Y \) can be computed directly from \( A \), by exploiting the same equations (9.15) and (9.16) as used in the algorithm for computing the projected inverse of a matrix in \( S^n_+ \cap S^n_E \). This also gives a constructive proof that (10.3) is solvable for all \( A \in \Pi_E(S^n_+) \).

As in the previous sections, we consider a chordal sparsity pattern \( E \) with perfect elimination ordering \( \sigma = (1, 2, \ldots, n) \) and formulate the algorithm in terms of a supernodal elimination tree \( T^s \). We make the assumptions and use the index set notation of section 8.2.

The factors \( L \) and \( D \) in a supernodal Cholesky factorization \( W = LDL^T \) satisfy \( WL = L^{-1}D^{-1} \). The constraint \( \Pi_E(W) = A \) specifies the submatrices \( W_{\gamma_i \gamma_i} \), so the \( \gamma_j \times \nu_j \) subblock of the equation \( WL = L^{-1}D^{-1} \) can be written

\[
\begin{bmatrix}
A_{\nu_j \nu_j} & A_{\nu_j \alpha_j}^T \\
A_{\alpha_j \nu_j} & A_{\alpha_j \alpha_j}
\end{bmatrix}
\begin{bmatrix}
I \\
L_{\alpha_j \nu_j}
\end{bmatrix}
= \begin{bmatrix}
D_{\nu_j \nu_j}^{-1} \\
0
\end{bmatrix}.
\]

(10.6)

The equation (10.6) determines \( L_{\alpha_j \nu_j} \) and \( D_{\nu_j \nu_j} \) uniquely if \( A_{\gamma_j \gamma_j} > 0 \):

\[
L_{\alpha_j \nu_j} = -A_{\alpha_j \alpha_j}^{-1}A_{\alpha_j \nu_j},
\]

\[
D_{\nu_j \nu_j} = \left(A_{\nu_j \nu_j} + A_{\alpha_j \nu_j}^T L_{\alpha_j \nu_j}\right)^{-1}
= \left(A_{\nu_j \nu_j} - A_{\alpha_j \nu_j} A_{\alpha_j \alpha_j} A_{\alpha_j \nu_j}^T\right)^{-1}.
\]

The last expression also shows that \( D_{\nu_j \nu_j} \) is positive definite. The order in which we enumerate the supernodes \( \nu_j \) to calculate \( L_{\alpha_j \nu_j} \) and \( D_{\nu_j \nu_j} \) in this method is arbitrary. However, if we use an inverse topological order we obtain an algorithm that is very similar to the multifrontal algorithms of the previous chapter.

**Algorithm 10.1** (Factorization of maximum determinant completion).

*Input.* A matrix \( A \in \Pi_E(S^n_+) \), where \( G = (V, E) \) is a chordal sparsity pattern with perfect elimination ordering \( \sigma = (1, 2, \ldots, n) \), and a postordered supernodal elimination tree for \( G\sigma \).
Output. The supernodal Cholesky factors $L, D$ of the inverse $W^{-1}$ of the maximum determinant positive definite completion of $A$.

Algorithm. Enumerate the representative vertices $j \in V^s$ in inverse topological order. For each $j$, execute the following two steps.

- Calculate $L_{\alpha_j\nu_j}$ and $D_{\nu_j\nu_j}$ from
  \[ L_{\alpha_j\nu_j} = -U_j^{-1}A_{\alpha_j\nu_j}, \quad D_{\nu_j\nu_j} = (A_{\nu_j\nu_j} + A_{\alpha_j\nu_j}^T L_{\alpha_j\nu_j})^{-1}. \tag{10.7} \]

- For $i \in \text{ch}(j)$ compute the update matrix
  \[ U_i = P_i P_i^T \begin{bmatrix} A_{jj} & A_{\alpha_jj}^T \\ A_{\alpha_jj} & U_j \end{bmatrix} P_j P_j^T. \tag{10.8} \]

The update matrices are defined as $U_i = A_{\alpha_i\alpha_i}$. If $A$ is stored in a CCS format, propagating these submatrices as temporary dense matrix variables is easier than retrieving them from the CCS data structure. It also allows us to exploit the fact that (10.8) typically involves the addition and deletion of only a few rows and columns of $U_j$. This makes it possible to efficiently update the factorization of $U_j$, needed to solve the equation in (10.7). The details are discussed in [9]. Figure 10.1 shows a scatter plot comparing the computation times for the multifrontal Cholesky factorization and the inverse completion factorization for the sparsity patterns in the benchmark set.

It is interesting to examine what happens if we allow matrices $A$ on the boundary of $\Pi_E(S^+_n)$. From Theorem 10.1 we know that if $A \in \Pi_E(S^+_n)$, then the submatrices

\[ A_{\gamma_j\gamma_j} = \begin{bmatrix} A_{\nu_j\nu_j} & A_{\alpha_j\nu_j}^T \\ A_{\alpha_j\nu_j} & A_{\alpha_j\alpha_j} \end{bmatrix}, \quad j \in V^s, \]

are positive semidefinite but possibly singular. Equivalently,

\[ A_{\alpha_j\alpha_j} \succeq 0, \quad A_{\alpha_j\nu_j} = A_{\alpha_j\alpha_j} A_{\alpha_j\nu_j}^+, \tag{10.9} \]

and

\[ A_{\nu_j\nu_j} - A_{\alpha_j\nu_j}^T A_{\alpha_j\nu_j}^{-1} A_{\alpha_j\nu_j} \succeq 0, \tag{10.10} \]

where $A_{\alpha_j\alpha_j}^+$ is the pseudoinverse. Using these properties, one can show that if the inverses in (10.7) are replaced with pseudoinverses, i.e., $L_{\alpha_j\nu_j}$ and $D_{\nu_j\nu_j}$ are computed as

\[ L_{\alpha_j\nu_j} = -U_j^+ A_{\alpha_j\nu_j}, \quad D_{\nu_j\nu_j} = (A_{\nu_j\nu_j} + A_{\alpha_j\nu_j}^T L_{\alpha_j\nu_j})^+, \tag{10.11} \]
then the matrix \( W = L^{-T}D^+L^{-1} \) is a positive semidefinite completion of \( A \). To see this, we first note that (10.9) and (10.10) imply that the matrix \( D_{\nu j}\nu_j = (A\nu_j\nu_j + A_{\alpha_j}\alpha_j L_{\alpha_j}\alpha_j)^+ = (A\nu_j\nu_j - A_{\alpha_j}\alpha_j A_{\alpha_j}^+ A_{\alpha_j}\alpha_j)^+ \) is positive semidefinite. Therefore the matrices \( LDL^T \) and \( W = L^{-T}D^+L^{-1} \) are positive semidefinite. Next, we use the equation \( WL = L^{-T}D^+ \) and, more specifically, its \( \gamma_j \times \nu_j \) blocks

\[
\begin{bmatrix}
W_{\nu_j\nu_j} & W_{\alpha_j\nu_j} \\
W_{\alpha_j\nu_j} & W_{\alpha_j\alpha_j}
\end{bmatrix}
\begin{bmatrix}
I \\
L_{\alpha_j\nu_j}
\end{bmatrix}
= 
\begin{bmatrix}
D_{\nu_j\nu_j}^+ \\
0
\end{bmatrix}, \quad j \in V^s,
\tag{10.12}
\]

to show that \( \Pi_E(W) = A \). First consider the root of \( T^s \), i.e., the first representative vertex \( j \) in the inverse topological ordering. At the root supernode we have \( \nu_j = \gamma_j \) and \( \alpha_j \) is empty. Equation (10.12) then reduces to

\[
W_{\gamma_j\gamma_j} = W_{\nu_j\nu_j} = D_{\nu_j\nu_j}^+ = A_{\nu_j\nu_j}.
\]

Next suppose that \( W_{\alpha_j\gamma_j} = A_{\alpha_j\gamma_j} \) for the proper ancestors of supernode \( j \) in the supernodal elimination tree. Therefore \( W_{\alpha_j\alpha_j} = A_{\alpha_j\alpha_j} \)
in (10.12) and the definition of $L_{\alpha_j \nu_j}$ and $D_{\nu_j \nu_j}$ in (10.11) implies

\[
W_{\alpha_j \nu_j} = -W_{\alpha_j \alpha_j} L_{\alpha_j \nu_j} \\
= A_{\alpha_j \alpha_j} A_{\alpha_j \alpha_j} A_{\alpha_j \nu_j} \\
= A_{\alpha_j \nu_j},
\]

\[
W_{\nu_j \nu_j} = D_{\nu_j \nu_j} - W_{\alpha_j \nu_j}^T L_{\alpha_j \nu_j} \\
= A_{\nu_j \nu_j} - A_{\alpha_j \nu_j}^T A_{\alpha_j \alpha_j} A_{\alpha_j \nu_j} + A_{\alpha_j \nu_j}^T A_{\alpha_j \alpha_j}^T A_{\alpha_j \nu_j} \\
= A_{\nu_j \nu_j}.
\]

Hence $W_{\gamma_j \gamma_j} = A_{\gamma_j \gamma_j}$. Continuing the recursion in the inverse topological order we arrive at the conclusion that $W_{\gamma_i \gamma_i} = A_{\gamma_i \gamma_i}$ for all $i \in V^s$.

### 10.3 Positive semidefinite completion

The Cholesky factors $L$ and $D$ computed in Algorithm 10.1 give a compact, sparse representation of the positive semidefinite completion $W = L^{-T} D^+ L^{-1}$ and are sufficient for most applications. If $W$ is needed explicitly, Algorithm 10.1 (and its extension to matrices on the boundary of $\Pi_E(S_n^+)$) can be modified to compute $W$ directly. Recall from §8.2 that $\eta_j$ denotes the index set with the row indices of the lower-triangular zeros in column $j$ of the sparsity pattern.

**Algorithm 10.2** (Positive semidefinite completion).

**Input.** A matrix $A \in \Pi_E(S_n^+)$, where $G = (V, E)$ is a chordal sparsity pattern with perfect elimination ordering $\sigma = (1, 2, \ldots, n)$, and a postordered supernodal elimination tree for $G_{\sigma}$.

**Output.** A positive semidefinite completion $W$.

**Algorithm.** Initialize $W$ as $W := A$. Enumerate the supernodes $j \in V^s$ in descending order. For each $j$, compute

\[
W_{\eta_j \nu_j} = W_{\eta_j \alpha_j} W_{\alpha_j \alpha_j}^+ W_{\alpha_j \nu_j}, \quad W_{\nu_j \eta_j} = W_{\nu_j \nu_j}^T. \quad (10.13)
\]

Since this algorithm computes a dense matrix $W$, we do not use a multifrontal formulation as in the previous algorithms. (The multifrontal formulation is mainly of interest for matrices stored in a sparse matrix format such as the CCS format.)
Algorithm 10.2 completes the matrix $W$ starting in the bottom right corner. After step $j$ the entire submatrix $W_{\beta_j\beta_j}$ with $\beta_j = (j, j+1, \ldots, n)$ has been computed. The expression for $W_{\eta_j\nu_j}$ follows from the $\eta_j \times \nu_j$ block of the equation $WL = L^{-T}D^+$, i.e.,

$$
\begin{bmatrix} W_{\eta_j\nu_j} & W_{\eta_j\alpha_j} \\ W_{\alpha_j\nu_j} & W_{\alpha_j\alpha_j} & W_{\alpha_j\nu_j} \\ \end{bmatrix} \begin{bmatrix} I \\ L_{\alpha_j\nu_j} \\ \end{bmatrix} = 0,
$$

with $L_{\alpha_j\nu_j} = -W_{\alpha_j\alpha_j} W_{\alpha_j\nu_j}$. Note that the indices in $\alpha_j$ do not necessarily precede those in $\eta_j$ and therefore $W_{\eta_j\alpha_j}$ may contain upper triangular entries of $W_{\beta_j\beta_j}$. This is the reason why a descending enumeration order is used in Algorithm 10.2 and not just any inverse topological order.

Algorithm 10.2 is related to several existing methods for positive semidefinite completion [108, 206]. To show the connection we now give a direct argument (i.e., independent of the results of the previous section and Algorithm 10.1) why the algorithm returns a positive semidefinite completion $W$ for any matrix $A \in \Pi_E(S^n_+)$.

First, it is clear that the result $W$ is a completion of $A$ because the submatrices $W_{\gamma_i\gamma_i}$, initialized as $A_{\gamma_i\gamma_i}$, are not modified during the algorithm. It is therefore sufficient to show that $W$ is positive semidefinite. In the first cycle of the algorithm $j$ is the root of $T^s$. For this supernode, $\alpha_j$ and $\eta_j$ are empty and $\beta_j = \nu_j = \gamma_j$, so step (10.13) is vacuous and $W_{\beta_j\beta_j} = A_{\gamma_j\gamma_j} \succeq 0$ holds by the assumption that $A \in \Pi_E(S^n_+)$. Next suppose that $W_{\beta_i\beta_i} \succeq 0$ for all $i \in V^s$ with $i > j$. The matrix $W_{\beta_j\beta_j}$ is equal to

$$
\begin{bmatrix} W_{\nu_j\nu_j} & W_{\nu_j\alpha_j} \\ W_{\alpha_j\nu_j} & W_{\alpha_j\alpha_j} & W_{\alpha_j\nu_j} \\ \end{bmatrix}
$$

up to a symmetric reordering (because elements in $\alpha_j$ do not necessarily precede those in $\eta_j$). We need to find a value for $W_{\eta_j\nu_j}$ that makes this matrix positive semidefinite. The two $2 \times 2$ submatrices

$$
\begin{bmatrix} W_{\nu_j\nu_j} & W_{\nu_j\alpha_j} \\ W_{\alpha_j\nu_j} & W_{\alpha_j\alpha_j} \\ \end{bmatrix}, \quad \begin{bmatrix} W_{\alpha_j\alpha_j} & W_{\alpha_j\nu_j} \\ W_{\nu_j\alpha_j} & W_{\nu_j\nu_j} \\ \end{bmatrix}
$$

are positive semidefinite. The first matrix is equal to $A_{\gamma_j\gamma_j}$ and is positive semidefinite if $A \in \Pi_E(S^n_+)$. The second matrix is a reordering
of $W_{\beta_k \beta_k}$, where $k$ is the smallest element in $V^s$ greater than $j$, and is positive semidefinite by the induction hypothesis. Equivalently, using Schur complements, we see that the blocks in these two matrices satisfy

$$W_{\alpha_j \alpha_j} \succeq 0, \quad \begin{bmatrix} W_{\alpha_j \mu_j}^T & W_{\alpha_j \alpha_j}^+ \end{bmatrix} W_{\alpha_j \alpha_j} W_{\mu_j \mu_j}^+ \begin{bmatrix} W_{\alpha_j \mu_j} \end{bmatrix}$$

and

$$S_1 = W_{\nu_j \nu_j} - W_{\alpha_j \alpha_j}^+ W_{\alpha_j \alpha_j} \succeq 0, \quad S_2 = W_{\eta_j \eta_j} - W_{\alpha_j \alpha_j} W_{\alpha_j \alpha_j}^+ W_{\eta_j \eta_j}^T \succeq 0.$$  

From these conditions, one can show that the matrix $W_{\eta_j \nu_j} = W_{\eta_j \alpha_j} W_{\alpha_j \alpha_j}^+ W_{\alpha_j \nu_j}$ computed in (10.13) makes (10.14) positive semidefinite. This can be seen by verifying the correctness of the factorization

$$\begin{bmatrix} W_{\nu_j \nu_j} & W_{\alpha_j \nu_j}^T & W_{\eta_j \nu_j} \cr W_{\alpha_j \nu_j} & W_{\alpha_j \alpha_j}^+ & W_{\eta_j \nu_j}^T \cr W_{\eta_j \nu_j} & W_{\eta_j \alpha_j} & W_{\eta_j \eta_j} \end{bmatrix} = \begin{bmatrix} I & W_{\alpha_j \nu_j}^T & 0 \cr 0 & W_{\alpha_j \alpha_j} & 0 \cr 0 & W_{\eta_j \alpha_j} I & 0 \end{bmatrix} \begin{bmatrix} S_1 & 0 & 0 \cr 0 & W_{\alpha_j \alpha_j}^+ & 0 \cr 0 & 0 & S_2 \end{bmatrix} \begin{bmatrix} I & W_{\alpha_j \nu_j}^T & 0 \cr 0 & W_{\alpha_j \alpha_j} & 0 \cr 0 & W_{\eta_j \alpha_j} I & 0 \end{bmatrix}^T.$$

Hence $W_{\beta_j \beta_j} \succeq 0$. Continuing the enumeration of $V^s$ in descending order, we establish that $W$ is positive semidefinite.

Most algorithms for positive semidefinite completion are based on a similar reduction to a sequence of $3 \times 3$ block completion problems with unknown 3, 1 and 1, 3 blocks; see, for example, [108, 85, 206]. Frakt, Lev-Ari, and Willsky [85, 234] also present an algorithm for a generalization of the maximum entropy completion problem, in which the projection $\Pi_{E^T}(W)$ of the optimal completion $W$ in (10.3) is computed, where $E^T$ is a chordal extension of the chordal pattern $E$. They refer to the solution as a maximum entropy extension of $A$.

In some applications, it is of particular importance to find a positive semidefinite completion with the lowest possible rank. The rank of such a minimum rank positive semidefinite completion is upper bounded by the so-called Gram dimension of its sparsity graph which is the smallest integer $k$ such that

$$\Pi_E(S^n_+) \subseteq \{ \Pi_E(BB^T) \mid B \in \mathbb{R}^{n \times k} \}.$$
Laurent and Varvitsiotis [145] have shown that the Gram dimension of a graph is upper bounded by its treewidth plus one. A direct consequence of this is that if \( G = (V, E) \) is chordal, then every matrix in \( \Pi_E(S^+_n) \) has a positive semidefinite completion of rank at most \( \omega(G) \), the clique number of \( G \).

### 10.4 Logarithmic barrier

The Legendre transform or conjugate of the logarithmic barrier \( \phi(S) = -\log \det S \) for the cone \( S^+_n \cap S^n_E \) is a logarithmic barrier for its dual cone \( \Pi_E(S^+_n) \) [173, section 2.4]. We define the dual barrier as

\[
\phi^*(X) = \sup_{S \in \text{dom} \phi} \left( -\text{tr}(XS) - \phi(S) \right) = \sup_{S \in S^+_n \cap S^n_E} \left( -\text{tr}(XS) + \log \det S \right). \tag{10.15}
\]

(\( \phi^*(X) \) is the conjugate of \( \phi \) evaluated at \(-X\).) The optimization problem in the definition of \( \phi^* \) is a dual maximum determinant positive definite completion problem (10.4), with \( A = X \). Therefore the maximizer \( \hat{S} \) of the problem in the definition of \( \phi^*(X) \) is the inverse of the maximum determinant positive definite completion of \( X \). It is also the unique positive definite solution of the nonlinear equation

\[
\Pi_E(S^{-1}) = X
\]

with variable \( S \in S^n_E \).

From this it follows that for chordal sparsity patterns \( E \), the value, gradient, and Hessian of the dual barrier \( \phi^*(X) \) can be evaluated by the algorithms we have discussed earlier. To evaluate \( \phi^*(X) \), we apply Algorithm 10.1 to find a factorization \( \hat{S} = LDL^T \) of the optimal \( \hat{S} \). The value of the barrier function,

\[
\phi^*(X) = \log \det \hat{S} - n
\]

is readily evaluated from \( D \) (we have \( \log \det \hat{S} = \sum_i \log D_{ii} \) for a standard Cholesky factorization and \( \log \det \hat{S} = \sum_i \log \det D_{\nu_i\nu_i} \) for a supernodal factorization). The gradient and Hessian of \( \phi^* \) follow from
properties that relate the derivatives of convex functions and their conjugates \cite[section 2.4]{175}:

\[ \nabla \phi^*(X) = -\hat{S}, \quad \nabla^2 \phi^*(X) = \nabla^2 \phi(\hat{S})^{-1}. \]

The algorithmic aspects of the dual barrier computations are discussed in more detail in \cite{61, 9}.

### 10.5 Sparse Bregman projection

Let \( h \) be a strictly convex and differentiable function. The \textit{generalized distance}, or \( D \)-function, or \textit{Bregman divergence} associated with \( h \) is defined as

\[ d(u, v) = h(u) - h(v) - \langle \nabla h(v), u - v \rangle \]

with \( \text{dom} \ d = \text{dom} \ h \times \text{dom} \ h \). The function \( h \) is called the \textit{kernel function} for \( d \) \cite[chapter 2]{50}. Two properties follow immediately from convexity of the kernel function. First, \( d(u, v) \) is convex in \( u \) for fixed \( v \). Second, \( d(u, v) \) is nonnegative for all \( u, v \), and zero only if \( u = v \). However, in general, \( d(u, v) \neq d(v, u) \). For this reason, \( d \) is sometimes called a \textit{directed} distance.

A well-known example is the generalized distance for the log-det kernel \( h(X) = -\log \det X \) with \( \text{dom} \ h = \mathbb{S}^{n}_{++} \):

\[
d_{kl}(U, V) = -\log \det U + \log \det V + \text{tr}(V^{-1}(U - V)) = -\log \det(V^{-1}U) + \text{tr}(V^{-1}U) - n, \tag{10.16}
\]

defined for positive definite \( U, V \). In information theory, \( d_{kl}(U, V)/2 \) is known as the \textit{Kullback-Leibler (KL) divergence} or \textit{relative entropy} between zero-mean normal distributions with covariance matrices \( U \) and \( V \) \cite[page 189]{137}. Although \( d_{kl} \) is not symmetric, one can note that \( d_{kl}(U, V) = d_{kl}(V^{-1}, U^{-1}) \).

In \S\S 10.2 we discussed the maximum determinant positive definite completion of a matrix \( A \in \Pi_E(\mathbb{S}^{n}_{++}) \). The corresponding dual problem \eqref{10.4} can be written in terms of the KL divergence as

\[
\text{minimize} \quad d_{kl}(Y, C^{-1}) = d_{kl}(C, Y^{-1}) \tag{10.17}
\]

with variable \( Y \in \mathbb{S}_E^n \), where \( C \) is any positive definite matrix that satisfies \( \Pi_E(C) = A \). The solution \( Y \) of this problem is the inverse of
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the maximum determinant positive definite completion of $\Pi_E(C)$. The first expression for the objective of (10.17) shows that the solution $Y$ is the sparse positive definite matrix ‘closest’ to $C^{-1}$ in the generalized distance. This is an example of a matrix nearness problem based on Bregman projection \cite{71}: the solution $Y$ is called the Bregman projection of $C^{-1}$ on the set $S^n_E$. Bregman projections with KL divergence are useful when positive definite approximations with certain properties (in our case, sparsity) are needed. The second expression for the objective in (10.17) shows that the maximum determinant positive definite completion $Y^{-1}$ of $\Pi_E(C)$ can be thought of as an approximation of $C$, in the sense that it minimizes $d_{kl}(C,Y^{-1})$.

If the sparsity pattern $E$ is chordal, the optimal $Y$ (more precisely, a Cholesky factorization of $Y$) can be found via Algorithm 10.1, roughly at the same cost as a sparse Cholesky factorization of a positive definite matrix with the same sparsity pattern. Moreover, the algorithm only requires knowledge of $\Pi_E(C)$, not the entire matrix $C$ or $C^{-1}$.

Bregman projection on sets of chordal sparse matrices is useful in numerical linear algebra and nonlinear optimization, since it provides an inexpensive method for approximating the inverse $C^{-1}$ of a dense positive definite matrix $C$ by a sparse positive definite matrix $Y$. An application to band patterns is discussed in \cite{170}. In \cite{12} the idea was used in a fast approximate interior-point solver for large quadratic programs with dense Hessian matrices, with applications in machine learning.

The sparse Bregman projection has an interesting tie to matrix approximation via partial Cholesky factorization. Suppose we compute the first $k$ columns of the Cholesky factorization of a positive definite matrix $C$ of order $n$, i.e., we factor $C$ as

$$C = \begin{bmatrix} C_{11} & C_{21}^T \\ C_{21} & C_{22} \end{bmatrix} = \begin{bmatrix} L_1 & 0 \\ L_2 & I \end{bmatrix} \begin{bmatrix} D_1 & 0 & L_1^T \\ 0 & S & L_2^T \\ 0 & 0 & I \end{bmatrix} \quad (10.18)$$

where $C_{11}$, $L_1$, and $D_1$ are $k \times k$ with $L_1$ unit lower triangular and $D$ positive diagonal, and

$$S = C_{22} - L_2DL_2^T = C_{22} - C_{21}C_{11}^{-1}C_{21}^T$$

is the Schur complement of $C_{11}$ in $C$. Then, if we define $D_2$ as the diagonal matrix with the diagonal entries of $S$ (i.e., $D_2 = \text{diag}(\text{diag}(S))$),
we obtain an approximation of $C$ by substituting $D_2$ for $S$ in (10.18):

$$X = \begin{bmatrix} X_{11} & X_{21}^T \\ X_{21} & X_{22} \end{bmatrix} = \begin{bmatrix} L_1 & 0 \\ L_2 & I \end{bmatrix} \begin{bmatrix} D_1 & 0 \\ 0 & D_2 \end{bmatrix} \begin{bmatrix} L_1^T \\ L_2^T \end{bmatrix} \begin{bmatrix} L_1 \\ L_2 \end{bmatrix} = \begin{bmatrix} C_{11} & C_{21}^T \\ C_{21} & D_2 + L_2 D_1 L_2^T \end{bmatrix}.$$  

The approximation $X$ clearly satisfies $\Pi_E(X) = \Pi_E(C)$ if we define $E$ to be the block-arrow sparsity pattern (see §8) with dense 11-, 12-, and 21-blocks, and diagonal 22-block, i.e., cliques $\{1, \ldots, k, k+i\}$ for $i = 1, \ldots, n-k$. In other words, $X$ satisfies

$$X_{11} = C_{11}, \quad X_{21} = C_{21}, \quad \text{diag}(X_{22}) = \text{diag}(C_{22}).$$

In fact, $X$ is the maximum determinant positive definite completion of $\Pi_E(C)$. This follows from the optimality conditions (10.5) by noting that the inverse of $X$, given by

$$Y = X^{-1} = \begin{bmatrix} L_1^{-T}(D_1^{-1} + L_2^T D_2^{-1} L_2)L_1^{-1} & -L_1^{-T} L_2^T D_2^{-1} \\ -D_2^{-1} L_2 L_1^{-1} & D_2^{-1} \end{bmatrix},$$

is sparse with sparsity pattern $E$. Matrix approximation by means of partial Cholesky factorization can therefore be viewed as a special case of sparse matrix approximation via KL divergence minimization.

The partial Cholesky factorization technique can be combined with symmetric pivoting to adaptively choose which columns of the matrix $C$ to use for the approximation. One such approach is to greedily select the next column to include in the partial factorization based on the largest diagonal element of $\text{diag}(S)$. This approach has been used to compute preconditioners for large, dense positive definite systems of equations [102, 23]. It has also been used in the context of nonlinear support vector machine training to compute an approximate factorization of a large, dense kernel matrix [31].
10.6 Sparse quasi-Newton updates

Variable metric methods for unconstrained minimization of smooth functions $f$ take the form

$$x^{k+1} = x^k - t_k(B^k)^{-1}\nabla f(x^k)$$  \hspace{1cm} (10.19)

where $t_k > 0$ is a step size and $B^k$ is a positive definite approximation of the Hessian $\nabla^2 f(x^k)$. Quasi-Newton methods are variable metric methods that update $B^k$ or its inverse $H^k$ at each iteration, based on changes in the gradient, by imposing the secant condition

$$B^{k+1}s^k = y^k,$$

where $s^k = x^{k+1} - x^k$ and $y^k = \nabla f(x^{k+1}) - \nabla f(x^k)$ \cite{70,177,chapter 6}. The most widely used quasi-Newton method uses the Broyden-Fletcher-Goldfarb-Shanno (BFGS) update

$$B^+ = B + \frac{1}{y^Ty}s^T y - \frac{1}{s^T B s} B s s^T B$$ \hspace{1cm} (10.20)

$$H^+ = (I - \frac{1}{s^T y} s y^T) H (I - \frac{1}{s^T y} s y^T) + \frac{1}{s^T y} s s^T,$$ \hspace{1cm} (10.21)

where we omit the superscripts in $B^k$, $H^k$, $y^k$, $s^k$, and write $B^+ = B^{k+1}$, $H^+ = H^{k+1}$. Switching $y$ and $s$, and $B$ and $H$ in these formulas gives the Davidon-Fletcher-Powell (DFP) quasi-Newton update

$$B^+ = (I - \frac{1}{s^T y} y s^T) B (I - \frac{1}{s^T y} s y^T) + \frac{1}{s^T y} y y^T$$ \hspace{1cm} (10.22)

$$H^+ = H + \frac{1}{y^T s} s s^T - \frac{1}{y^T H y} H y y^T H.$$ \hspace{1cm} (10.23)

Fletcher \cite{83} has observed that the BFGS update (10.20) is the solution of the optimization problem

$$\begin{align*}
\text{minimize} & \quad d_{kl}(X, B) \\
\text{subject to} & \quad X s = y
\end{align*}$$ \hspace{1cm} (10.24)

with variable $X \in S^n$, \textit{i.e.}, the Bregman projection on the affine set defined by the secant equation. Similarly, the DFP update $H^+$ in (10.23) is the Bregman projection of $H$ on the affine set $\{X \in S^n \mid X y = s\}$. 
Several authors have proposed modified quasi-Newton updates that incorporate sparsity constraints on $B^k$ with the goal, for example, to impose the sparsity pattern of the true Hessian $\nabla^2 f(x)$ on the approximate Hessian. Early references on this subject include [200, 219, 202]. Fletcher’s variational characterization of the BFGS update suggests two approaches based on Bregman projections. A first approach, proposed in [84], is to start with a sparse positive definite matrix $B^0$ and, at each iteration, define $B^+ = B^{k+1}$ as the projection of $B = B^k$ on the set $\{ X \in S^n_E | Xs = y \}$, the matrices that satisfy the secant condition and have the desired sparsity pattern. This corresponds to restricting the optimization variable in (10.24) to the set $S^n_E$, and requires solving the convex optimization problem

$$\minimize \quad \text{tr}(B^{-1}X) - \log \det X$$

subject to $Xs = y$  \hspace{1cm} (10.25)

with variable $X \in S^n_E$ (and the implicit constraint $X > 0$). Unfortunately, there is no simple formula for the sparse BFGS update, analogous to the dense BFGS update formula (10.20), and problem (10.25) must be solved via numerical optimization. A second difficulty is that feasibility of the sparse problem is more difficult to guarantee than in the dense problem (where it is sufficient that $s^T y > 0$, a condition that is automatically satisfied when $f$ is strictly convex). A dual method for (10.25) that can exploit the chordal matrix techniques of §10.2 would work as follows. The Lagrange dual function of (10.25) is

$$g(\nu) = -y^T \nu + \inf_{X \in S^n_E^+} (\text{tr}(B^{-1}X) - \log \det X + \nu^T Xs)$$

$$= -y^T \nu - \phi_* \left( \Pi_E(B^{-1}) + \frac{1}{2} \Pi_E(\nu s^T + s \nu^T) \right),$$

where $\phi_*$ is the logarithmic barrier function for the cone $\Pi_E(S^n_+)$ defined in (10.15). The variable $\nu$ is the multiplier for the equality constraint in (10.25). The dual problem is to maximize $g(\nu)$:

$$\maximize \quad -y^T \nu - \phi_* \left( \Pi_E(B^{-1}) + \frac{1}{2} \Pi_E(\nu s^T + s \nu^T) \right). \hspace{1cm} (10.26)$$

This is an unconstrained differentiable problem that can be solved by a first-order algorithm. As we saw in §10.4, evaluating $\phi_*$ and its gradi-
ent involves a maximum determinant matrix completion problem. The relevant expressions are

\[ g(\nu) = -y^T \nu - \log \det \hat{X} + n, \quad \nabla g(\nu) = -y + \hat{X}s \]

where \( \hat{X} \) is the inverse of the maximum determinant positive definite completion of the matrix

\[ \Pi_E(B^{-1}) + \frac{1}{2} \Pi_E(s \nu^T + \nu s^T). \quad (10.27) \]

The matrix \( \Pi_E(B^{-1}) \) is the projection of the inverse of a sparse positive definite matrix. If the sparsity pattern \( E \) is chordal, the matrix \( \Pi_E(B^{-1}) \) can be computed by Algorithm 9.3. A factorization of the inverse \( \hat{X} \) of the maximum determinant completion of the matrix (10.27) can be computed by Algorithm 10.1, and from this one readily obtains \( g(\nu) \) and \( \nabla g(\nu) \). Hence, the complexity of one iteration of a first-order method for the dual problem (10.26) is roughly equal to the cost of a sparse Cholesky factorization of a matrix with sparsity pattern \( E \). When evaluated at the dual optimal \( \nu \), the matrix \( \hat{X} \) gives the solution of (10.25).

A more recent Bregman projection method that overcomes some of the limitations of the first method is the matrix completion quasi-Newton method of Yamashita [239, 62]. Here the update \( B^+ \) is computed by Bregman projection of the standard dense BFGS update of \( B \), given by the right-hand side of (10.20), on \( S^n_E \). In other words, \( B^+ = B^{k+1} \) is the solution of

\[ \text{minimize } \text{tr}(\bar{B}^{-1}X) - \log \det X \quad (10.28) \]

with variable \( X \in S^n_E \), where

\[
\bar{B}^{-1} = (I - \frac{1}{s^T y} sy^T)B^{-1}(I - \frac{1}{s^T y} sy^T) + \frac{1}{s^T y} ss^T \\
= B^{-1} - \frac{1}{s^T y} (sy^T B^{-1} + B^{-1} ys^T) + \frac{1}{s^T y} (1 + \frac{y^T y}{s^T y}) ss^T \quad (10.29)
\]

and \( B = B^k \). Problem (10.28) can be solved by Algorithm 10.1, which returns a sparse Cholesky factorization of the solution \( X \). The algorithm takes \( \Pi_E(\bar{B}^{-1}) \) as input. From (10.29) we see that this requires
\( \Pi_E(B^{-1}) \), which can be computed from the Cholesky factors of \( B \) via Algorithm 9.3 and the projection of three rank-one matrices. Note that \( B^{-1}y \) is also easily computed using the Cholesky factorization of \( B \). Kanamori and Ohara [123, 124] have used a similar approach to generalize BFGS and DFP quasi-Newton updates by allowing other Bregman divergences than the KL-divergence.
11.1 Correlation matrices

A correlation matrix is a positive semidefinite matrix with diagonal entries equal to one. As the name suggests, correlation matrices arise in statistics. If $x$ is a random vector variable with mean $a = \mathbf{E} x$ and covariance $\Sigma = \mathbf{E} (x - a)(x - a)^T$, then the matrix of correlation coefficients

$$A_{ij} = \frac{\Sigma_{ij}}{\sqrt{\Sigma_{ii}\Sigma_{jj}}}$$

is positive semidefinite with unit diagonal. Correlation matrices can also be interpreted geometrically, as Gram matrices of sets of unit-norm vectors $y_i$, $i = 1, \ldots, n$. The component-wise cosine of $A$ gives the matrix of pairwise angles $\cos A_{ij} = \angle(y_i, y_j)$ between the vectors. Conversely, if $A$ is a correlation matrix then a factorization $A = Y^T Y$ provides a set of unit-norm vectors with $A_{ij} = y_i^T y_j$. Correlation matrices are also important in combinatorial optimization [98, 143] and much is known about their geometry [109, 144].

In a correlation matrix completion problem one is given a sparse matrix with unit diagonal $A$ and is asked to find a correlation matrix $X$ with $\Pi_E(X) = A$. Geometrically, we are given a set of angles $\theta_{ij}$,
\{i, j\} \in E$, and are asked to find a set of \(n\) vectors with \(\angle(y_i, y_j) = \theta_{ij}\) for \(\{i, j\} \in E\). This is a special case of the positive semidefinite completion problem studied in section 10. (Recall that in the positive semidefinite completion problem, the diagonal entries are among the specified entries, \(i.e.,\) the constraint \(\Pi_E(X) = A\) always includes \(X_{ii} = A_{ii}\); see definition (9.13).) In particular, if \(E\) is a chordal pattern, then a matrix \(A \in S^n_E\) has a correlation matrix completion if and only if for every clique \(\beta\) in the sparsity graph the submatrix \(A_{\beta\beta}\) is a correlation matrix.

### 11.2 Euclidean distance matrices

A **Euclidean distance matrix** (EDM) is a symmetric matrix whose entries can be expressed as squared pairwise Euclidean distances of a set of points: \(A \in S^n\) is an EDM if there exist vectors \(y_1, \ldots, y_n\) such that

\[ A_{ij} = \|y_i - y_j\|_2^2, \quad i, j = 1, \ldots, n. \tag{11.1} \]

The dimension of the vectors \(y_i\) is arbitrary. We refer to the set of points \(\{y_1, \ldots, y_n\}\) as a *realization* of the Euclidean distance matrix. Euclidean distance matrices arise in several important applications and have been studied extensively; see [136] for a recent survey.

Expanding the square in (11.1) we see that \(A\) is an EDM if and only if its coefficients can be expressed as

\[ A_{ij} = y_i^T y_i + y_j^T y_j - 2 y_i^T y_j, \]

for a set of points \(y_1, \ldots, y_n\). The right-hand side only involves the inner products \(y_i^T y_j\) and is a linear function of these inner products. In matrix notation, \(A\) is an EDM if and only if

\[ A = \text{diag}(Y) 1^T + 1 \text{diag}(Y)^T - 2Y \tag{11.2} \]

for some positive semidefinite \(Y\), \(i.e.,\) the Gram matrix

\[ Y = \begin{bmatrix} y_1 & y_2 & \cdots & y_n \end{bmatrix}^T \begin{bmatrix} y_1 & y_2 & \cdots & y_n \end{bmatrix}. \]

This shows that the set of Euclidean distance matrices is the image of a convex cone under a linear transformation, and therefore itself a
convex cone. We will refer to a positive semidefinite matrix $Y$ that satisfies (11.2) as a **Gram matrix for** $A$.

From the definition (11.1) it is clear that realizations and Gram matrices are not unique. In particular, an EDM is invariant with respect to translations of the points $y_i$, so the origin in the realization space can be chosen arbitrarily. Without loss of generality, we can therefore impose the condition that the origin is at a given affine combination of the points in the realization, i.e., $\sum \mu_i y_i = 0$ (hence, $Y \mu = 0$) for some given $\mu$ with $1^T \mu = 1$. Given any realization $\tilde{y}_1, \ldots, \tilde{y}_n$, we find a realization $y_1, \ldots, y_n$ with $\sum \mu_i y_i = 0$, by taking $y_i = \tilde{y}_i - \sum_{j=1}^n \mu_j \tilde{y}_j$ for $i = 1, \ldots, n$. The Gram matrix $Y$ of the points $y_i$ is related to the Gram matrix $\tilde{Y}$ for $\tilde{y}_i$ via

$$Y = (I - 1 \mu^T) \tilde{Y} (I - \mu 1).$$

With the extra condition $Y \mu = 0$, the Gram matrix is uniquely determined from (11.2): if $Y$ satisfies (11.2), and $Y \mu = 0$, $1^T \mu = 1$, then

$$Y = (I - 1 \mu^T) Y (I - \mu 1^T) = -\frac{1}{2} (I - 1 \mu^T) \left( \text{diag}(Y) 1^T + 1 \text{diag}(Y)^T - 2 Y \right) (I - \mu 1^T) = -\frac{1}{2} (I - 1 \mu^T) A (I - \mu 1^T).$$

Several classical characterizations of Euclidean distance matrices are due to Schoenberg [197, 198].

**Theorem 11.1.** A symmetric matrix $A$ of order $n$ is a Euclidean distance matrix if and only if

$$\text{diag}(A) = 0, \quad Q^T A Q \preceq 0 \quad (11.3)$$

where $Q$ is a matrix whose columns span the orthogonal complement of $1$ (i.e., $Q$ satisfies $1^T Q = 0$ and $\text{rank}(Q) = n - 1$).

**Proof.** Suppose $A$ is an EDM and let $Y$ be a Gram matrix for $A$, i.e., a positive semidefinite matrix that satisfies (11.2). Clearly, $\text{diag}(A) = 0$. Suppose $Q$ satisfies $1^T Q = 0$. Then

$$Q^T A Q = Q^T \left( \text{diag}(Y) 1^T + 1 \text{diag}(Y)^T - 2 Y \right) Q \defeq -2 Q^T Y Q \preceq 0.$$
To show that the conditions (11.3) are sufficient we make a specific choice $Q = I - \mu 1^T$, where $\mu$ is a vector that satisfies $1^T \mu = 1$. (Any other matrix $Q$ with the same column space as $I - \mu 1^T$ gives an equivalent condition $Q^T A Q \preceq 0$. The inequality $Q^T A Q \preceq 0$ means that $A$ is negative semidefinite on the complement of 1, i.e., $x^T A x \leq 0$ if $1^T x = 0$.) Suppose $A$ is a symmetric matrix with $\text{diag}(A) = 0$ and

$$(I - 1 \mu^T) A (I - \mu 1) \preceq 0.$$ 

We show that the positive semidefinite matrix

$$Y = -\frac{1}{2} (I - 1 \mu^T) A (I - \mu 1^T)$$

satisfies (11.2) and therefore is a Gram matrix for $A$:

$$\text{diag}(Y) 1^T + 1 \text{diag}(Y)^T - 2Y = (A \mu - \frac{\mu^T A \mu}{2} 1) 1^T + 1 (A \mu - \frac{\mu^T A \mu}{2} 1)^T + A - 1 \mu^T A - A \mu 1^T + (\mu^T A \mu) 11^T = A.$$ 

The condition $(I - 1 \mu^T) A (I - \mu 1^T) \preceq 0$ with $\mu = e_1$ appears in [197]. Choosing $\mu = (1/n) 1$ gives the criterion in [198].

11.3 Euclidean distance matrix completion

There is a well-studied Euclidean distance matrix completion problem, analogous to the positive semidefinite completion problem [141, 3]. In the EDM completion problem we express a sparse matrix as the projection of a Euclidean distance matrix on the sparsity pattern: given $A \in \mathbb{S}^n_E$, the problem is to find a Euclidean distance matrix $X$ such that

$$\Pi_E(X) = A.$$ 

The following fundamental result was proved by Bakonyi and Johnson [18, theorem 3.3].
11.3. Euclidean distance matrix completion

Theorem 11.2. Let $E$ be a chordal sparsity pattern of order $n$. A matrix $A \in S^n_E$ has an EDM completion if and only if for every clique $\beta$ of the sparsity graph, the matrix $A_{\beta \beta}$ is a Euclidean distance matrix.

We show the result by adapting Algorithm 10.2 to compute an EDM completion for a matrix $A$ that satisfies the condition in Theorem 11.2. We make the assumptions and use the notation of §5.2.

Algorithm 11.1 (Euclidean distance matrix completion).

Input. An EDM-completable matrix $A \in S^n_E$, where $G = (V, E)$ is a chordal sparsity pattern with perfect elimination ordering $\sigma = (1, 2, \ldots, n)$, and a postordered supernodal elimination tree for $G_\sigma$.

Output. A Euclidean distance matrix completion $X$.

Algorithm. Initialize $X$ as $X := A$. Enumerate the vertices $j \in V^s$ in descending order. For each non-root $j$ we compute $X_{\eta_j\nu_j}$ by the following two steps ($\eta_j$ is empty at the root vertex $j$, so there is nothing to compute).

1. Define $\mu = e_a(j)$ where $a(j)$ is the first ancestor of supernode $j$ (the first element of $\alpha_j$). Compute the submatrices $Y_{\alpha_j\nu_j}$, $Y_{\nu_j\alpha_j}$, $Y_{\eta_j\alpha_j}$ of the matrix on the left-hand side of the equation

$$
\begin{bmatrix}
\times & \times & \times & \times \\
\times & Y_{\nu_j\nu_j} & Y_{\nu_j\alpha_j} & \times \\
\times & Y_{\alpha_j\nu_j} & Y_{\alpha_j\alpha_j} & Y_{\alpha_j\eta_j} \\
\times & \times & Y_{\eta_j\alpha_j} & Y_{\eta_j\eta_j}
\end{bmatrix}
= -\frac{1}{2}(I - 1\mu^T)
\begin{bmatrix}
\times & \times & \times & \times \\
\times & X_{\nu_j\nu_j} & X_{\nu_j\alpha_j} & \times \\
\times & X_{\alpha_j\nu_j} & X_{\alpha_j\alpha_j} & X_{\alpha_j\eta_j} \\
\times & \times & X_{\eta_j\alpha_j} & X_{\eta_j\eta_j}
\end{bmatrix}
(I - \mu 1^T), \quad (11.4)
$$

as well as the diagonals of the matrices $Y_{\nu_j\nu_j}$, $Y_{\eta_j\eta_j}$. (The ‘×’ entries on the right-hand side indicate blocks that have not yet been computed at this point; the ‘×’ entries on the left are irrelevant.)

2. Complete the $\eta_j \times \nu_j$ block of $X$ by taking

$$
X_{\eta_j\nu_j} = -2Y_{\eta_j\alpha_j}Y_{\alpha_j\nu_j}^+Y_{\alpha_j\nu_j}
+ \text{diag}(Y_{\nu_j\nu_j})^T + \text{diag}(Y_{\eta_j\eta_j})1^T. \quad (11.5)
$$

Note that after the initialization the algorithm does not modify the submatrices $X_{\gamma_j\gamma_j}$, so $\Pi_E(X) = A$ holds on exit and it is sufficient to
show that the result $X$ is an EDM if the matrix $A$ is EDM-completable, i.e., if $A_{\gamma_j\gamma_j}$ is an EDM for all $j \in V^s$. We verify by induction that after processing the supernode represented by $j \in V^s$, the matrix $X_{\beta_j\beta_j}$, with $\beta_j = \{j, j+1, \ldots, n\}$, is an EDM. This property holds trivially if $j$ is the root of the elimination tree, since then $\beta_j = \nu_j = \gamma_j$ and $X_{\beta_j\beta_j} = A_{\gamma_j\gamma_j}$.

Suppose $X_{\beta_i\beta_i}$ is an EDM for all $i \in V^s$ with $i > j$. Since $\alpha(j)$ is the first element of $\alpha_j$, we have from (11.4) and the results of the previous section that

$$
\begin{align*}
Y_{\alpha_j\alpha_j} + X_{\alpha_j\eta_j} \eta_j & = -\frac{1}{2} (I - e_1^T) \begin{bmatrix} X_{\alpha_j\alpha_j} & X_{\alpha_j\eta_j} \\ X_{\eta_j\alpha_j} & X_{\eta_j\eta_j} \end{bmatrix} (I - e_11^T) \\
& \succeq 0.
\end{align*}
$$

Similarly, if $k = |\nu_j| + 1$,

$$
\begin{align*}
Y_{\alpha_j\nu_j} + X_{\alpha_j\alpha_j} & = -\frac{1}{2} (I - e_k^T) \begin{bmatrix} X_{\nu_j\nu_j} & X_{\nu_j\alpha_j} \\ X_{\alpha_j\nu_j} & X_{\alpha_j\alpha_j} \end{bmatrix} (I - e_k1^T) \\
& \succeq 0.
\end{align*}
$$

As we have seen in §10.3, the inequalities (11.6) and (11.7) guarantee that the matrix

$$
W = \begin{bmatrix} Y_{\nu_j\nu_j} & Y_{\nu_j\alpha_j} & Y_{\nu_j\eta_j} \\ Y_{\alpha_j\nu_j} & Y_{\alpha_j\alpha_j} & Y_{\alpha_j\eta_j} \\ Y_{\eta_j\nu_j} & Y_{\eta_j\alpha_j} & Y_{\eta_j\eta_j} \end{bmatrix}
$$

is positive semidefinite if we define $Y_{\eta_j\nu_j} = Y_{\eta_j\alpha_j} A_{\alpha_j\alpha_j} X_{\alpha_j\nu_j}$. The EDM for which $W$ is a Gram matrix is given by the formula

$$
\begin{bmatrix} \quad X_{\nu_j\nu_j} & X_{\nu_j\alpha_j} & X_{\nu_j\eta_j} \\ X_{\alpha_j\nu_j} & X_{\alpha_j\alpha_j} & X_{\alpha_j\eta_j} \\ X_{\eta_j\nu_j} & X_{\eta_j\alpha_j} & X_{\eta_j\eta_j} \end{bmatrix} = -2W + 1 \ \text{diag}(W)^T + \text{diag}(W)1^T.
$$

The $X_{\eta_j\nu_j}$ block of this equation gives the formula (11.5) in step 2 of the algorithm. (The other blocks are the same as at the start of cycle $j$.)
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Up to a symmetric reordering, the matrix (11.8) is equal to $X_{\beta_j \beta_j}$. This completes the proof that $X_{\beta_j \beta_j}$ is an EDM.

If $E$ is not chordal, the condition in Theorem 11.2 is necessary but not sufficient. A counterexample can be constructed as for positive semidefinite completions in §10.1; see [18, page 651]. Suppose the sparsity graph has a chordless cycle $(1, 2, \ldots, k, 1)$ with $k > 3$. Take $A \in \mathbf{S}_E^n$ to have zero diagonal,

$$A_{i,i+1} = A_{i+1,i} = 0, \quad i = 1, \ldots, k - 1, \quad A_{1k} = A_{k1} = 1,$$

(11.9)

$A_{ij} = A_{ji} = 1$ for all edges $\{i, j\} \in E$ with $i \leq k$ and $j > k$, and $A_{ij} = A_{ji} = 0$ for edges $\{i, j\}$ with $i, j > k$. This matrix $A$ does not have an EDM completion, because (11.9) would impose the conditions

$$\|y_1 - y_2\|^2 = \|y_2 - y_3\|^2 = \cdots = \|y_{k-1} - y_k\|^2 = 0, \quad \|y_1 - y_k\|^2 = 1$$

on any realization of an EDM completion. However, one can verify that $A_{\beta \beta}$ is an EDM for every clique $\beta$. Every clique $\beta$ contains at most one edge of the chordless cycle $(1, 2, \ldots, k, 1)$ because a second edge would create a chord. Therefore the matrix $A_{\beta \beta}$ is either zero (if $\beta$ contains no vertices from $\{1, 2, \ldots, k\}$), or it has one of the following three forms, which are all EDMs:

$$A_{\beta \beta} = \begin{bmatrix} 0 & 1^T \\ 1 & 0 \end{bmatrix}, \quad A_{\beta \beta} = \begin{bmatrix} 0 & 1^T \\ 0 & 1^T \\ 1 & 1 \end{bmatrix}, \quad A_{\beta \beta} = \begin{bmatrix} 0 & 1 & 1^T \\ 1 & 0 & 1^T \\ 1 & 1 \end{bmatrix}.$$

The first case occurs when $\beta$ contains one vertex from $\{1, \ldots, k\}$, the second case when $\beta$ contains two vertices $i, i+1$, with $i \in \{1, \ldots, k-1\}$, and the third case when $\beta$ contains the vertices 1 and $k$.
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12.1 Partial separability

Griewank and Toint, in work on structured quasi-Newton algorithms, considered functions that can be decomposed as sums of elementary functions, where each elementary function only depends on a small subset of the variables; see [104, 105, 106] and the more recent discussion in [127]. They defined a function \( f : \mathbb{R}^n \to \mathbb{R} \) as partially separable if it can be expressed as

\[
f(x) = \sum_{k=1}^{l} f_k(A_k x) \tag{12.1}
\]

where each matrix \( A_k \) has a high-dimensional nullspace. A special case is the class of functions of the form

\[
f(x) = \sum_{k=1}^{l} f_k(P_{\beta_k} x) \tag{12.2}
\]

where the sets \( \beta_k \) are (small) index sets in \( \{1, 2, \ldots, n\} \). We will use the term partial separability in this second, more restricted, sense. Recall that \( P_{\beta_k} x = (x_{\beta_k(1)}, \ldots, x_{\beta_k(r_k)}) \) if \( \beta_k = (\beta_k(1), \ldots, \beta_k(r_k)) \), so the \( k \)th term in (12.2) depends on a subset of \( |\beta_k| \) of the variables.
In Chapter 7, we have already discussed partially separable functions of discrete variables. Here we describe some applications in continuous optimization that have a connection to chordal graphs and graph elimination. As in Chapter 7, we associate with the partially separable structure an undirected interaction graph $G = (V, E)$ with $V = \{1, 2, \ldots, n\}$ and edge set $E = \{\{i, j\} \mid \{i, j\} \in \beta_k \text{ for some } \beta_k\}$. The vertices in this graph represent the variables of $f$; two vertices $i$ and $j$ are adjacent if the variables $x_i$ and $x_j$ appear as arguments in the same elementary function $f_k$. Absence of an edge $\{i, j\}$ therefore indicates that the function $f$ is separable in the variables $x_i$ and $x_j$, if the other variables are held fixed. More precisely, if $i$ and $j$ are not adjacent, then the equality

$$f(x + se_i + te_j) = f(x + se_i) + f(x + te_j) - f(x)$$

(12.3)

holds for all $x \in \mathbb{R}^n$, $s, t \in \mathbb{R}$ for which $x, x + se_i, x + te_j \in \text{dom} f$, where $e_i$ and $e_j$ are the $i$th and $j$th unit vectors in $\mathbb{R}^n$. To see this, we expand $f$ using (12.2):

$$f(x + se_i + te_j) = \sum_{i \in \beta_k} f_k(x + se_i) + \sum_{j \in \beta_k} f_k(x + te_j) + \sum_{i, j \notin \beta_k} f_k(x)$$

$$= \sum_{i \in \beta_k} f_k(x + se_i) + \sum_{j \in \beta_k} f_k(x) + \sum_{i, j \notin \beta_k} f_k(x)$$

$$+ \sum_{i \in \beta_k} f_k(x) + \sum_{j \in \beta_k} f_k(x + te_j) + \sum_{i, j \notin \beta_k} f_k(x)$$

$$- \sum_{i \in \beta_k} f_k(x) - \sum_{j \in \beta_k} f_k(x) - \sum_{i, j \notin \beta_k} f_k(x)$$

and this is equal to (12.3). On the first line we partition the index sets in three groups, using the fact that no $\beta_k$ contains $i$ and $j$.

Note that the interaction graph $G$ does not capture the complete partially separable structure (12.2). For example, if $n = 3$, the interaction graph for $n = 3$, $l = 3$, $\beta_1 = (1, 2)$, $\beta_2 = (2, 3)$, $\beta_3 = (1, 3)$, is the complete graph with three vertices, and is identical to the interaction graph for $l = 1$, $\beta_1 = (1, 2, 3)$. More generally, a function can have a complete interaction graph and be partially separable with elementary functions that only depend on pairs of variables. A quadratic function with a dense Hessian is an example. When analyzing partial separability via the interaction graph, one can therefore assume that the sets $\beta_k$
are cliques of the interaction graph, since any finer partial separability structure is ignored in a graphical analysis.

If the elementary functions \( f_k \) in (12.2) are convex and twice differentiable, then the Hessian of \( f \) has the form

\[
\nabla^2 f(x) = \sum_{k=1}^{l} P_{\beta_k}^T H_k P_{\beta_k},
\]

(12.4)

where \( H_k = \nabla^2 f_k(P_{\beta_k} x) \), so \( \nabla^2 f(x) \) is positive semidefinite with sparsity pattern \( G \). The decomposition theorem for positive semidefinite matrices (Theorem 9.2) shows that for chordal sparsity patterns the converse holds: if \( \nabla^2 f(x) \) is positive semidefinite with a chordal sparsity graph \( G \), then it can be decomposed in the form (12.4) with positive semidefinite matrices \( H_k \), where the sets \( \beta_k \) are the cliques of \( G \). This was the motivation that led to the theorem in [106]. The construction of the counterexample on page 342 shows the importance of chordality.

Consider, for example, the quadratic function

\[
f(x_1, x_2, x_3, x_4) = \lambda(x_1^2 + x_2^2 + x_3^2 + x_4^2) + 2(x_1 x_2 + x_2 x_3 + x_3 x_4 - x_1 x_4).
\]

The function is partially separable with index sets \( \beta_1 = (1, 2) \), \( \beta_2 = (2, 3) \), \( \beta_3 = (3, 4) \), \( \beta_4 = (1, 4) \) and its interaction graph is a chordless cycle of length 4. The general form of a decomposition of \( f \) as a partially separable sum with quadratic elementary functions is

\[
f(x) = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}^T \begin{bmatrix} u_1 & 1 \\ 1 & \lambda - u_2 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} + \begin{bmatrix} x_2 \\ x_3 \end{bmatrix}^T \begin{bmatrix} u_2 & 1 \\ 1 & \lambda - u_3 \end{bmatrix} \begin{bmatrix} x_2 \\ x_3 \end{bmatrix} + \begin{bmatrix} x_3 \\ x_4 \end{bmatrix}^T \begin{bmatrix} u_3 & 1 \\ 1 & \lambda - u_4 \end{bmatrix} \begin{bmatrix} x_3 \\ x_4 \end{bmatrix} + \begin{bmatrix} x_1 \\ x_4 \end{bmatrix}^T \begin{bmatrix} \lambda - u_1 & -1 \\ -1 & u_4 \end{bmatrix} \begin{bmatrix} x_1 \\ x_4 \end{bmatrix},
\]

where the parameters \( u_1, u_2, u_3, u_4 \) can be chosen arbitrarily. As shown in §9.2, if \( \sqrt{2} \leq \lambda < 2 \), then the function \( f \) is convex but there exist no
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values of $u_1, u_2, u_3, u_4$ that make all four terms in the decomposition convex.

The convex conjugate of a partially separable function possesses an interesting type of dual partial separability structure. It can be shown that if the functions $f_k$ in (12.2) are convex and there exists an element $\tilde{x}$ with $P_{\beta_k}\tilde{x}$ in the relative interior of $\text{dom} f_k$ for $k = 1, \ldots, l$, then the conjugate of $f$ is

$$f^*(s) = \inf \left\{ \sum_{k=1}^{l} f_k^*(\tilde{s}_k) \mid \sum_{k=1}^{l} P_{\beta_k}^T \tilde{s}_k = s \right\}.$$ 

Moreover, for each $s$ the minimum in the expression for $f^*(s)$ is attained if it is finite [192, theorem 16.3].

Partial separability, and an extension called group partial separability, are exploited in nonlinear optimization modeling software [50], quasi-Newton and trust-region algorithms [104, 105], [177, section 7.4] [57, page 360], and automatic differentiation algorithms [107, section 11.2]. It also plays an important role in sparse semidefinite relaxations of polynomial optimization problems [131, 128, 228, 140, 229, 125]. The authors of [228, 229, 125] consider polynomial optimization problems

$$\text{minimize} \quad \sum_{k=1}^{m} f_k(P_{\beta_k}x)$$

subject to $f_k(P_{\beta_k}x) \leq 0, \quad k = m + 1, \ldots, l,$

where $f_1, \ldots, f_m$ are monomials and $f_{m+1}, \ldots, f_l$ are polynomials. They refer to the interaction graph defined by the index sets $\beta_1, \ldots, \beta_l$ as the correlative sparsity graph. They use a chordal extension of the correlative sparsity graph to define a sparse semidefinite relaxation that involves sums of squares of polynomials, where each polynomial depends only on the variables indexed by the vertices in a clique of the chordal extension.

12.2 Partially separable matrix cones

The definition of partial separability can be extended to sets, by defining a partially separable set as a set with a partially separable indicator function. Hence, a set $\mathcal{C}$ in $\mathbb{R}^n$ is partially separable if it can be
expressed as
\[ C = \{ x \in \mathbb{R}^n \mid P_{\beta_k} x \in C_k, \ k = 1, \ldots, l \}, \] (12.5)
where each \( C_k \) is a set in \( \mathbb{R}^{\beta_k} \). The indicator function of \( C \) is the partially separable function
\[ \delta_C(x) = \sum_{k=1}^l \delta_{C_k}(P_{\beta_k} x). \]
(We use the notation \( \delta_S(x) \) for the 0-∞ indicator function of a set \( S \), i.e., the function with domain \( S \) and value \( \delta_S(x) = 0 \) for \( x \in S \).)

In §10.1 and §11.3 we have encountered two important examples of partially separable convex cones. Theorem 10.1 states that a sparse symmetric matrix with a chordal sparsity pattern has a positive semidefinite completion if and only if all its dense principal submatrices are positive semidefinite. Theorem 11.2 gives a similar decomposition result for sparse matrices with a Euclidean distance matrix completion. Figure 12.1 illustrates how this defines a partially separable structure with chordal interaction graph. It shows a sparsity pattern \( G' = (V', E') \) of order 6. The graph \( G' \) is chordal and the numerical ordering \( \sigma = (1, 2, 3, 4, 5, 6) \) is a perfect elimination ordering. There are
four cliques \( \gamma_1 = (1, 3, 4), \gamma_2 = (2, 4), \gamma_3 = (3, 4, 5), \gamma_4 = (5, 6) \). Each of these cliques defines a maximal ‘dense’ principal submatrix in the sparsity pattern. The tree in the center of the figure is a clique tree with the induced subtree property. We can associate with the sparsity pattern \( G' \) a second graph \( G = (V, E) \), that has as its vertices the positions of the 13 lower-triangular nonzero entries as its vertices.

Two vertices \((i_1, j_1)\) and \((i_2, j_2)\) are adjacent in \( G \) if there is a clique \( \gamma_k \) of \( G' \) that contains all of the indices \( i_1, j_1, i_2, j_2 \). In other words, \( \{(i_1, j_1), (i_2, j_2)\} \in E \) if \((i_1, j_1)\) and \((i_2, j_2)\) are nonzero positions in some dense principal submatrix of the sparsity pattern. The cliques in \( G \) are the sets \( \{(i, j) \in \gamma_k \times \gamma_k \mid i \geq j \} \) for \( k = 1, \ldots, l \). The \( k \)th clique of \( G \) contains the lower-triangular positions in the maximal dense principal submatrix indexed by \( \gamma_k \times \gamma_k \). The graph \( G \) is chordal and there is a direct correspondence between clique trees for \( G \) and \( G' \).

To be more specific about how the two matrix cones are special cases of (12.5), we introduce some vector notation for sparse symmetric matrices. For \( A \in S^p_{E'} \), we define \( \text{vec}_{E'}(A) \) as the vector of length \( n = |E'| + p \) containing the diagonal entries and the lower-triangular entries \( A_{ij} \) for \( \{i, j\} \in E \), in some arbitrary but fixed ordering, and with the off-diagonal elements scaled by \( \sqrt{2} \), so that \( \text{tr}(AB) = \text{vec}_{E'}(A)^T \text{vec}_{E'}(B) \) for all \( A, B \in S^p_{E'} \). A similar notation \( \text{vec}(A) \) (without subscript) is used for a dense symmetric matrix \( A \in S^r \) to denote the \( r(r+1)/2 \)-vector with the lower-triangular elements \( A_{ij} \) in some ordering, and with the off-diagonal elements scaled by \( \sqrt{2} \).

Now consider the cone \( \Pi_{E'}(S^p_{E'}) \) of sparse matrices that have a positive semidefinite completion, where \( E' \) is a chordal sparsity pattern. Suppose the sparsity graph \( G' = (\{1, 2, \ldots, p\}, E') \) has \( l \) cliques. Let \( \gamma_k, k = 1, \ldots, l \), be an index set in \( \{1, 2, \ldots, p\} \) with the elements of the \( k \)th clique, ordered numerically. For each clique \( \gamma_k \) we define an index set \( \beta_k \) in \( \{1, 2, \ldots, n\} \) with the indices in the \( n \)-vector \( \text{vec}_{E'}(A) \) of the entries of the corresponding principal submatrix \( A_{\gamma_k \gamma_k} \). In other words, \( \beta_k \) is defined by requiring that the identity

\[
P_{\beta_k} \text{vec}_{E'}(A) = \text{vec}(A_{\gamma_k \gamma_k}), \quad (12.6)
\]

holds for all \( A \in S^p_{E'} \). With this vector notation, we can express the
decomposition result of Theorem 9.2 as (12.5) with
\[ C = \{ \text{vec}_{E'}(X) \mid X \in \Pi_{E'}(S^p_\mathbb{S}^+_{\mathbb{S}}) \}, \quad C_k = \{ \text{vec}(A) \mid A \in S^{|\gamma_k|}_{\mathbb{S}} \}. \]
Here \( C \) is the sparse matrix cone \( \Pi_{E'}(S^p_\mathbb{S}^+_{\mathbb{S}}) \) in vector form; the cones \( C_k \) are dense positive semidefinite cones in vector form. The cone of EDM-completable matrices in \( S^p_{E'} \) can be represented in a similar way, with
\[ C = \{ \text{vec}_{E'}(X) \mid X \in \Pi_{E'}(S^p_\mathbb{S}^+_{\mathbb{S}}) \}, \quad C_k = \{ \text{vec}(A) \mid A \in S^{|\gamma_k|}_{\mathbb{S}} \}. \]
where \( S^p_r \) denotes the set of Euclidean distance matrices of order \( r \).

Since we start from a chordal sparsity graph \( G' \), the interaction graph \( G \) defined by the index sets \( \beta_k \) in (12.6) is also chordal, with cliques \( \beta_k \).

### 12.3 Decomposition

In this section we discuss some applications of partial separability in decomposition and splitting algorithms for convex optimization. We use the same notation as in the previous sections and define \( P \) as the stacked matrix
\[
P = \begin{bmatrix}
P_{\beta_1} \\
P_{\beta_2} \\
\vdots \\
P_{\beta_l}
\end{bmatrix}.
\] (12.7)
Note that the matrix \( P^TP \) is diagonal with diagonal elements
\[
(P^TP)_{ii} = |\{k \mid i \in \beta_k\}|,
\] (12.8)
the number of index sets \( \beta_k \) that contain the index \( i \). We assume that each variable index appears in at least one index set, so \( \text{rank}(P) = n \).

We consider the problem of minimizing the partially separable function \( f \) given in (12.2), with convex elementary functions \( f_k \). If the index sets \( \beta_k \) are disjoint, the problem is separable and reduces to \( l \) independent minimization problems that can be solved in parallel. To achieve a similar decomposition for the general problem one starts with the reformulation
\[
\begin{aligned}
\text{minimize} & \quad \sum_{k=1}^l f_k(\tilde{x}_k) \\
\text{subject to} & \quad \tilde{x} = Px
\end{aligned}
\] (12.9)
where \( \mathbf{x} = (\mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_L) \in \mathbb{R}^{\alpha_1} \times \mathbb{R}^{\alpha_2} \times \cdots \times \mathbb{R}^{\alpha_L} \) is a new variable. A variety of primal, dual, and primal-dual splitting algorithms can be used to exploit the separability of the objective function in (12.9). We discuss a primal application of the Douglas-Rachford splitting algorithm [151, 77, section 25.2]. Problem (12.9) can be viewed as a minimization of the sum of two convex functions:

\[
\minimize f(\mathbf{x}) + \delta_{\mathcal{V}}(\mathbf{x}) \tag{12.10}
\]

where \( f(\mathbf{x}) = \sum_{k=1}^L f_k(\mathbf{x}_k) \) and \( \delta_{\mathcal{V}} \) is the indicator function of the subspace \( \mathcal{V} = \text{range}(P) \). The Douglas-Rachford algorithm applied to this problem is also known as the method of partial inverses [207, 208, 77, 152]. It alternates between two steps: the evaluation of the proximal mapping of the separable objective function \( f \) and the Euclidean projection on the subspace \( \mathcal{V} \). The proximal mapping of \( f \) is the direct product of the proximal mappings of the \( L \) functions \( f_k \) and is defined as

\[
\text{prox}_t f(\mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_L) = \left( \text{prox}_{tf_1}(\mathbf{x}_1), \text{prox}_{tf_2}(\mathbf{x}_2), \ldots, \text{prox}_{tf_l}(\mathbf{x}_l) \right), \tag{12.11}
\]

where \( t > 0 \) and

\[
\text{prox}_{tf_k}(\mathbf{x}_k) = \arg\min_u \left( f_k(u) + \frac{1}{2t} \| u - \mathbf{x}_k \|^2 \right), \quad k = 1, \ldots, L.
\]

If \( f_k \) is closed and convex, then the minimizer in the definition can be shown to exist and be unique for all values of \( \mathbf{x}_k \) [137]. For relatively simple functions \( f_k \), the proximal mappings can be evaluated via closed-form expressions; see [55, 54, 181] for surveys. For more complicated functions, they can be computed by numerical optimization algorithms. In either case, it is important that the calculation of \( \text{prox}_t f \) in (12.11) involves \( L \) independent proximal operator evaluations that can be computed in parallel. The second step in each iteration of the Douglas-Rachford algorithm requires the Euclidean projection

\[
\Pi_{\mathcal{V}}(\mathbf{x}) = P(P^T P)^{-1} P^T \mathbf{x} \tag{12.12}
\]

of a vector \( \mathbf{x} \) on \( \mathcal{V} \). The projection is a composition of two steps: the evaluation of the \( n \)-vector \( y = (P^T P)^{-1} P^T \mathbf{x} \), followed by the matrix-vector product \( Py \). The first step is a straightforward componentwise
averaging. The $i$th component of $y$ can be expressed as

$$y_i = \frac{1}{|N_i|} \sum_{k \in N_i} (\tilde{x}_k)_{j_k}$$

where $N_i = \{ k \mid i \in \beta_k \}$ and for each $k \in N_i$ we define $j_k = \beta_k^{-1}(i)$ (in other words, $j_k$ is the index that satisfies $\beta_k(j_k) = i$). If we interpret the vectors $\tilde{x}_k$ as inaccurate copies of subvectors $P_{\beta_k}x$ of a vector $x$, then $y$ is the estimate of $x$ obtained by taking the average of all available copies of $x_i$. From the average vector $y$, we compute (12.12) as $\Pi_V(\tilde{x}) = Py = (P_{\beta_1}y, P_{\beta_2}y, \ldots, P_{\beta_l}y)$. This simply extracts the $l$ subvectors $y_{\beta_k}$ of $y$.

For more details on the Douglas-Rachford method for solving (12.9) we refer the reader to [212], where the method was used in a decomposition algorithm for conic optimization with partially separable constraints.

An alternative to the primal Douglas-Rachford method is the alternating direction method of multipliers (ADMM) [96, 90, 77, 44]. This method is known to be equivalent to the Douglas-Rachford method applied to the dual of (12.10) [89]. The dual can be written as

$$\text{maximize} \quad -\sum_{k=1}^{l} f_k^* (\tilde{s}_k)$$
$$\text{subject to} \quad P^T \tilde{s} = 0,$$

where $f_k^*$ is the convex conjugate of $f_k$ and $\tilde{s} = (\tilde{s}_1, \tilde{s}_2, \ldots, \tilde{s}_l)$ with $\tilde{s}_k \in \mathbb{R}^{\mid \beta_k \mid}$. In the dual problem we maximize a separable concave function over $\mathcal{V}^\perp$. The main computations in the ADMM algorithm are similar to the primal Douglas-Rachford algorithm, so we omit the details.

With additional assumptions on the functions $f_k$, several other types of first-order splitting algorithms can be applied to exploit the separability of the objective function in (12.9), including the dual proximal gradient method [220, 221] and the dual block coordinate ascent method [222]. Applications to symmetric sparse matrix nearness problems are discussed in [213].

So far we have not made any assumptions of chordal structure in our discussion of problem (12.9). Chordal structure in the interaction graph is useful because it makes it easy to derive a compact representation of the subspaces $\mathcal{V} = \text{range}(P)$ and $\mathcal{V}^\perp = \text{nullspace}(P^T)$. We will use
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![Interaction graph and clique tree]

**Figure 12.2**: Left and center. Interaction graph for 7 variables and index sets $\beta_1 = (2, 3, 5)$, $\beta_2 = (1, 3, 5, 6)$, $\beta_3 = (4, 6, 7)$, $\beta_4 = (5, 6, 7)$. Right. Clique tree.

The example in Figure [12.2] to explain the idea. The figure shows an interaction graph with 7 variables and index sets

$$\beta_1 = (2, 3, 5), \quad \beta_2 = (1, 3, 5, 6), \quad \beta_3 = (4, 6, 7), \quad \beta_4 = (5, 6, 7).$$

The interaction graph is chordal with cliques $\beta_1, \beta_2, \beta_3, \beta_4$. The figure also shows a clique tree with the induced subtree property. The matrix $P$ is given by

$$P^T = \begin{bmatrix} P_{\beta_1}^T & P_{\beta_2}^T & P_{\beta_3}^T & P_{\beta_4}^T \end{bmatrix} = \begin{bmatrix} 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 } \end{bmatrix}.

First consider the constraint $(\tilde{x}_1, \ldots, \tilde{x}_l) \in V = \text{range}(P)$. This is satisfied if there exists an $x$ such that $\tilde{x}_k = P_{\beta_k}x$, $k = 1, \ldots, l$, i.e., the $l$ vectors $\tilde{x}_k$ are copies of different subvectors of one $n$-vector $x$. By the induced subtree property, the cliques $\beta_k$ that contain a given index $i$ form a subtree of the clique tree. To enforce the constraint that the different copies of $x_1, \ldots, x_n$ are all equal it is sufficient to enforce the equality between corresponding elements of vectors $\tilde{x}_k$ associated.
with adjacent cliques $\beta_k$ in the induced subtree. For the example of Figure 12.2 this gives a set of 6 linear equations:

$$\begin{bmatrix}
0 & 1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\tilde{x}_1 \\
\tilde{x}_2 \\
\tilde{x}_3 \\
\tilde{x}_4
\end{bmatrix} = 0.$$ 

The general expression for these equations is

$$P_{\alpha_j}(P_{\beta_k}^T\tilde{x}_k - P_{\beta_j}^T\tilde{x}_j) = 0 \quad \forall j \in ch(k), \quad k = 1, \ldots, l,$$  

(12.14)

where $j \in ch(k)$ means $\beta_j$ is a child of $\beta_k$ in the clique tree and $\alpha_j$ is defined as $\alpha_j = \beta_j \cap \beta_k$ for $j \in ch(k)$, i.e., the intersection of $\beta_j$ and its parent clique in the clique tree. Each of the constraints in (12.14) is associated with an edge in the clique tree and involves only the two variables $\tilde{x}_j$ and $\tilde{x}_k$ associated with the adjacent cliques.

By transposition, one obtains a representation for $\mathcal{V}^\perp$. We have $\tilde{s} = (\tilde{s}_1, \ldots, \tilde{s}_l) \in \mathcal{V}^\perp$ if and only if

$$\tilde{s}_k = P_{\beta_k}(P_{\alpha_k}^T u_k - \sum_{j \in ch(k)} P_{\alpha_j}^T u_j)$$  

(12.15)

for some $u_j \in \mathbb{R}^{[\alpha_j]}$, $j = 1, \ldots, l$. Each parameter $u_i$ can be associated with the edge in the clique tree that connects clique $\beta_i$ to its parent. The equation (12.15) expresses $\tilde{s}_k$ as a combination of the parameters $u_i$ associated with the edges that are incident to clique $\beta_k$. For the example of the figure, $(\tilde{s}_1, \tilde{s}_2, \tilde{s}_3, \tilde{s}_4) \in \mathcal{V}^\perp$ if and only if there exist $u_1, u_2, u_3 \in \mathbb{R}^2$ such that

$$\tilde{s}_1 = \begin{bmatrix} 0 & 0 \\ 1 & 0 \\ 0 & 1 \end{bmatrix} u_1, \quad \tilde{s}_2 = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 1 & 0 \end{bmatrix} u_2 - \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 0 & 1 \end{bmatrix} u_3,$$

and

$$\tilde{s}_3 = \begin{bmatrix} 0 & 0 \\ 1 & 0 \\ 0 & 1 \end{bmatrix} u_3, \quad \tilde{s}_4 = -\begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 0 \end{bmatrix} u_2 - \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 0 & 1 \end{bmatrix} u_3.$$
In this chapter we discuss some applications of chordal sparse matrix techniques to conic linear optimization. Chapter 14 will deal with questions that are specific to semidefinite optimization. We use the notation

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax = b \\
& \quad x \in \mathcal{C}
\end{align*}
\]  

(13.1)

and

\[
\begin{align*}
\text{maximize} & \quad b^T y \\
\text{subject to} & \quad A^T y + s = c \\
& \quad s \in \mathcal{C}^*
\end{align*}
\]  

(13.2)

for a general primal–dual pair of conic linear programs (conic LPs or cone LPs). The cone \( \mathcal{C} \subset \mathbb{R}^n \) is a proper convex cone (closed, pointed, and with nonempty interior) and \( \mathcal{C}^* \) is the dual cone

\[
\mathcal{C}^* = \{ z \in \mathbb{R}^m \mid x^T z \geq 0 \ \forall x \in \mathcal{C} \}.
\]

The optimization variables in (13.1) and (13.2) are \( x, s \in \mathbb{R}^n \) and \( y \in \mathbb{R}^m \). Standard linear programming is a special case with \( \mathcal{C} = \mathbb{R}^n_+ \).

Conic linear optimization with non-polyhedral cones has been popular in convex optimization since Nesterov and Nemirovski used it as
a framework to extend interior-point methods for linear programming to nonlinear convex optimization \[175\]. Much of the research since the early 1990s has focused on cones that can be expressed as direct products of lower-dimensional cones, i.e.,

$$
\mathcal{C} = C_1 \times C_2 \times \cdots \times C_l, \quad \mathcal{C}^* = C_1^* \times C_2^* \times \cdots \times C_l^*,
$$

(13.3)

where each \( C_k \) belongs to a small set of basic cone types. The most intensely studied cones are the nonnegative orthant, the second-order or quadratic cone

$$
\mathcal{Q}^r = \{(x, y) \in \mathbb{R}^r \times \mathbb{R} \mid \|x\|_2 \leq y\},
$$

and the positive semidefinite cone,

$$
\mathcal{S}^r = \{\text{vec}(X) \mid X \in \mathcal{S}^r_+\}.
$$

(Recall that \( \text{vec}(X) \) denotes the \( r(r + 1)/2 \)-vector containing the elements of the symmetric matrix \( X \) in a format that preserves the standard inner products of vectors and matrices: \( \text{vec}(X)^T \text{vec}(Y) = \text{tr}(XY) \) for all \( X, Y \in \mathcal{S}^r_+ \).) These three cones are self-dual, but also symmetric and this property can be used to develop interior-point methods with primal-dual symmetry \[79, 176, 80, 211, 196\]. Conic LPs with the three symmetric cones are surprisingly general and most convex optimization problems that arise in practice can be represented in this form. This observation forms the basis of the convex modeling packages CVX \[60, 103\], YALMIP \[156\], and CVXPY \[72\].

In addition to the vast research on the three symmetric cones, there has been a more limited amount of work on conic optimization with nonsymmetric cones. Efforts in this direction have mainly been concerned with the exponential cone, the power cone with irrational powers, and \( \ell_p \)-norm cones with irrational \( p \) \[95, 51, 173, 205\]. These cones do not have exact representations by second-order cones or semidefinite cones, and are the most notable exceptions in modeling systems based on the second-order and semidefinite cones. Nonsymmetric conic formulations have also been proposed as an approach to avoid the high complexity of semidefinite formulations, which often require the introduction of a large number of auxiliary variables and constraints. An example of this will be discussed in §14.4.
While the algorithms of (standard) linear programming and conic linear optimization have much in common, they differ greatly when it comes to exploiting sparsity. For standard linear programming, the question of exploiting sparsity in the coefficient matrix $A$ can be addressed with well-developed methods from numerical linear algebra (for example, in interior-point methods, the sparse Cholesky factorization of matrices $ADA^T$, where $D$ is a positive diagonal matrix). For non-polyhedral conic linear optimization, exploiting sparsity is more difficult. Different types of sparse and non-sparse structure can be distinguished and a variety of techniques has been proposed. The following short overview will be limited to methods that involve chordal graphs and sparse Cholesky factorization.

### 13.1 Schur complement sparsity

Consider the primal conic LP with the product cone (13.3):

\[
\begin{align*}
\text{minimize} & \quad \sum_{k=1}^{l} c_k^T x_k \\
\text{subject to} & \quad \sum_{k=1}^{l} A_{jk} x_k = b_j, \quad j = 1, \ldots, m \\
& \quad x_k \in C_k, \quad k = 1, \ldots, l.
\end{align*}
\]  

(13.5)

We partitioned the vectors $x$, $c$ as

\[
x = (x_1, x_2, \ldots, x_l), \quad c = (c_1, c_2, \ldots, c_l),
\]

with $x_k, c_k \in \mathbb{R}^{n_k}$, assuming $C_k \subset \mathbb{R}^{n_k}$. The coefficient $A_{jk}$ is a row vector of length $n_k$. Interior-point methods for solving the conic LP require at each iteration the solution of a linear equation of the form

\[
\begin{bmatrix}
D^{-1} & A^T \\
A & 0
\end{bmatrix}
\begin{bmatrix}
\Delta x \\
\Delta y
\end{bmatrix} =
\begin{bmatrix}
r_1 \\
r_2
\end{bmatrix},
\]

(13.6)

where $D$ is block diagonal with positive definite diagonal blocks $D_k \in \mathbb{S}^{n_k}$, $k = 1, \ldots, l$. For example, in a primal barrier method $D_k$ is the inverse Hessian of the barrier function of $C_k$ at the current iterate $x_k$. In a dual barrier method $D_k$ is the Hessian of the barrier function for the dual cone $C_k^*$ at the $k$th block $s_k$ of the dual variable $s = (s_1, s_2, \ldots, s_l)$. 
The equation (13.6) is usually solved by eliminating \( \Delta x \) and solving an equation \( H \Delta y = ADr_1 - r_2 \) with coefficient matrix

\[
H = ADA^T
\]  

(13.7)

The matrix \( H \) is referred to as the Schur complement matrix.

The factorization of the Schur complement matrix is often the most expensive step in the interior-point algorithm. To describe its sparsity pattern we define index sets

\[
\beta_k = \{ j \in \{1, 2, \ldots, m\} \mid A_{jk} \neq 0 \}, \quad k = 1, \ldots, l.
\]

The set \( \beta_k \) contains the indices of the nonzero rows in the \( k \)th block column of \( A \), i.e., the indices of the equality constraints in which the variable \( x_k \) appears. The sparsity pattern of \( ADA^T \) is the graph \( G = (V, E) \) with vertex set \( V = \{1, 2, \ldots, m\} \) and edge set \( E \)

\[
E = \{ \{i, j\} \mid \{i, j\} \in \beta_k \text{ for some } \beta_k \}.
\]

An edge \( \{i, j\} \in E \) indicates that at least one variable \( x_k \) appears in equalities \( i \) and \( j \) of the constraints of (13.5). Sparsity in the Schur complement system can also be interpreted as partial separability in the dual of problem (13.5),

\[
\begin{align*}
\text{maximize} & \quad m \sum_{j=1}^m b_j y_j \\
\text{subject to} & \quad m \sum_{j=1}^m A_{jk}^T y_j + s_k = c_k, \quad k = 1, \ldots, l \\
& \quad s_k \in C_k^*, \quad k = 1, \ldots, l.
\end{align*}
\]

The dual can be written as as an unconstrained problem

\[
\begin{align*}
\text{maximize} & \quad m \sum_{j=1}^m b_j y_j + \sum_{k=1}^m \delta_{C_k^*}(c_k - \sum_{j=1}^m A_{jk}^T y_j).
\end{align*}
\]  

(13.8)

where \( \delta_{C_k^*} \) is the indicator function of \( C_k^* \). The objective function in (13.8) is a partially separable function, since the \( k \)th term in the second sum only depends on the variables \( y_j \) for \( j \in \beta_k \). The term correlative sparsity is sometimes used to describe the sparsity pattern of the Schur complement matrix in a conic LP [130] [126].
If the dimensions of the cones $C_k$ are large, the Schur complement matrix $ADA^T$ is often much denser than $AA^T$. This is an important limitation in interior-point methods and other types of second-order methods (such as penalty and augmented Lagrangian methods) \[134\]. For large problems it may be necessary to solve the Schur complement equations or the $2 \times 2$-block system (13.6) via iterative algorithms \[135, 218, 225\], or to solve the conic LP by a first-order method. Several first-order algorithms for convex optimization are well suited to handle general sparse structure in $A$. These methods typically require projections on the primal or dual cones, and either use the matrix $A$ only in matrix-vector products with $A$ or $A^T$, or in the solution of linear equations with coefficients of the form $I + tAA^T$; see \[120, 232, 283, 139, 178, 182, 178\] for examples.

### 13.2 Conversion and decomposition

Sparsity in the coefficient matrix $A$ is more likely to lead to a sparse Schur complement matrix (13.7) if the conic LP has many low-dimensional cones $C_k$, i.e., when the dimensions of the dense diagonal blocks $D_k$ are small. Certain types of conic LPs with dense Schur complement equations can be reformulated to enhance the sparsity of the equations and speed up the solution by interior-point methods. Examples of this idea are the conversion methods for semidefinite optimization proposed in \[87, 169, 126\]. The reformulations can be interpreted as techniques for exploiting partial separability and are also useful in combination with decomposition and first-order algorithms, as described in §12.3.

Although the most important application of a partially separable cone is the cone of symmetric matrices with a positive semidefinite completion (to be discussed in Chapter 14), it is useful to discuss the implications of partial separability for a general conic LP

$$\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax = b \\
& \quad x \in C.
\end{align*} \tag{13.9}$$

This simplifies the notation but also shows that partial separability is
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more generally applicable. Suppose the cone $C$ in (13.9) is a partially separable cone (12.5), so the problem can be written as

$$\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax = b \\
& \quad P_{\beta_k} x \in C_k, \quad k = 1,\ldots,l.
\end{align*}$$

(13.10)

We make the following assumptions about the cones $C_k$ and index sets $\beta_k$. The first assumption is that the union of the index sets $\beta_k$ is equal to $\{1, 2, \ldots, n\}$. This implies that the stacked matrix $P$ in (12.7) has rank $n$. The second assumption is that the $l$ cones $C_k$ are proper convex cones. Third, we assume that there exists an element $\bar{x}$ with $P_{\beta_k} \bar{x} \in \text{int} C_k, \quad k = 1,\ldots,l$. These assumptions imply that $C$ is a proper cone, with dual cone

$$C^* = \left\{ \sum_{k=1}^l P_{\beta_k}^T \bar{s}_k \mid \bar{s}_k \in C_k^*, \quad k = 1,\ldots,l \right\},$$

see [212, 213].

The conic LP (13.1) with the partially separable cone (12.5) can be reformulated as

$$\begin{align*}
\text{minimize} & \quad \tilde{c}^T \tilde{x} \\
\text{subject to} & \quad \tilde{A} \tilde{x} = b \\
& \quad \tilde{x} \in \tilde{C} \\
& \quad \tilde{x} \in \text{range}(P)
\end{align*}$$

(13.11)

where $\tilde{C}$ is the direct product cone $\tilde{C} = C_1 \times C_2 \times \cdots \times C_l$ and the variable is

$$\tilde{x} = (\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_l) \in \mathbb{R}^{|\beta_1|} \times \mathbb{R}^{|\beta_2|} \times \cdots \times \mathbb{R}^{|\beta_l|}.$$

To make the two problems (13.11) and (13.9) equivalent, the matrix $\tilde{A}$ and vector $\tilde{c}$ must satisfy $AP = A$ and $\tilde{c}^T P = c^T$. We can choose any matrix and vector of the form

$$\tilde{A} = AP^+ + Q, \quad \tilde{c}^T = c^T P^+ + q^T$$

where $P^+ = (P^T P)^{-1} P^T$ is the pseudoinverse of $P$, and $Q P = 0$, $q^T p = 0$. Although the number of variables and equality constraints in (13.11) is larger than in the original conic LP (13.9), we replaced
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the $n$-dimensional cone $\mathcal{C}$ with a product cone $\tilde{\mathcal{C}}$ composed of several lower-dimensional cones.

The components of $\tilde{x}$ can be interpreted as copies of the vector $\tilde{x}_k = P_{\beta_k} x$, and the range constraint in (13.11) guarantees that there exists such an $x$. If we write the range constraint as a sparse matrix equation $B \tilde{x} = 0$ (for example, the equations (12.14) if the interaction graph is chordal), the problem and its dual can be written as

\[
\begin{align*}
\text{minimize} & \quad \tilde{c}^T \tilde{x} \\
\text{subject to} & \quad \tilde{A} \tilde{x} = b \\
& \quad B \tilde{x} = 0 \\
& \quad \tilde{x} \in \tilde{\mathcal{C}}.
\end{align*}
\]

(13.12)

and

\[
\begin{align*}
\text{maximize} & \quad b^T y \\
\text{subject to} & \quad \tilde{A}^T y + B^T u + \tilde{s} = c \\
& \quad \tilde{s} \in \tilde{\mathcal{C}}^*.
\end{align*}
\]

(13.13)

If we now use an interior-point method to solve (13.12) and (13.13) the key step in each iteration is the solution of a linear equation with the Schur complement coefficient matrix

\[
\begin{bmatrix}
\tilde{A} \\
B
\end{bmatrix}
\begin{bmatrix}
\tilde{A} \\
B
\end{bmatrix}^T,
\]

(13.14)

where $\tilde{D}$ is block-diagonal with $l$ diagonal blocks of size $|\beta_k|$, $k = 1, \ldots, l$. The Schur complement system of the reformulated conic LPs can be much larger than the Schur complement system $A D A^T$ for the original problem (13.9), but it may be easier to solve when $A D A^T$ is dense. The matrix $\tilde{D}$ is a block-diagonal matrix with small diagonal blocks and if $\tilde{A}$ is very sparse, the matrix (13.14) may have a useful sparsity pattern. When applied to semidefinite optimization this technique is known as the *clique-tree conversion method* [87, 169, 126]; see §14.2.

Applications of the reformulation (13.11) are not limited to interior-point methods. Suppose for example that for each row $i$ in the constraint matrix $A$ of (13.10) there exists an index set $\beta_k$ that contains the column indices of all the nonzero coefficients $A_{ij}$ in the row. Then
the equality constraints $Ax = b$ can be written as

$$\tilde{A}_k P_{\beta_k} x = \tilde{b}_k, \quad k = 1, \ldots, l,$$

and the matrix $\tilde{A}$ in (13.11) can be chosen to be block-diagonal with diagonal blocks $\tilde{A}_k$. The reformulated problem (13.11) is therefore separable except for the coupling constraint $\tilde{x} \in \text{range}(P)$. The Douglas-Rachford algorithm, ADMM, or other decomposition methods can be applied to exploit this structure, as we have seen in §12.3. Examples of applications to semidefinite optimization can be found in [161, 138, 63, 243, 212].
In the final chapter we review applications of chordal graph techniques to semidefinite optimization and, more generally, conic LPs (13.5) that include one or more positive semidefinite cones (13.4) among the cones \( C_k \). In §13.1 we discussed how the sparsity pattern of \( A \) and the dimensions of the cones \( C_k \) determine the sparsity of the Schur complement system (13.7). The \( k \)th conic constraint contributes a term \( A_{ik}D_kA_{jk}^T \) to the \( i,j \) element of the Schur complement matrix, and this term is nonzero if \( A_{ik} \neq 0 \) and \( A_{jk} \neq 0 \). If \( C_k \) is a high-dimensional positive semidefinite cone (\( C_k = S^{n_k} \) with \( n_k \) large), then computing \( A_{ik}D_kA_{jk}^T \) can be expensive. In this section we discuss how joint sparsity in the vectors \( c_k, A_{1k}, \ldots, A_{mk} \) can be exploited to speed up the calculation of the contributions \( A_{ik}D_kA_{jk}^T \) of the \( k \)th constraint to the Schur complement matrix. To simplify the notation, we assume there is a single positive semidefinite conic inequality \((l = 1, C_1 = S^n)\). If we use matrix notation for the variable \( x \), the problem can be expressed as a semidefinite program (SDP) in standard form notation

\[
\begin{align*}
\text{minimize} & \quad \text{tr}(CX) \\
\text{subject to} & \quad \text{tr}(A_iX) = b_i, \quad i = 1, \ldots, m \\
               & \quad X \succeq 0,
\end{align*}
\]

(14.1)
with optimization variable $X \in \mathbf{S}^n$. The dual SDP is
\[
\begin{align*}
\text{maximize} & \quad b^T y \\
\text{subject to} & \quad \sum_{i=1}^m y_i A_i + S = C \\
& \quad S \succeq 0
\end{align*}
\] (14.2)
and has variables $y \in \mathbf{R}^m$ and $S \in \mathbf{S}^n$.

We discuss the implications of a joint sparsity pattern of the coefficients $C, A_1, \ldots, A_m$. This is sometimes called aggregate sparsity. We say the SDP has the aggregate sparsity pattern $E$ if

$C, A_1, \ldots, A_m \in \mathbf{S}^n_E$.

A simple but important example is block-diagonal structure. If the aggregate pattern is block-diagonal, the variables $X$ and $S$ can be restricted to be block-diagonal, and the problem is equivalent to an SDP with multiple smaller matrix inequality constraints. In this chapter, we will assume that the aggregate pattern is not block-diagonal and, as a consequence, the Schur complement matrix of the SDP is dense.

As in the previous chapter, we limit the discussion to algorithms in which chordal sparse matrix results are prominent. This excludes several important semidefinite optimization algorithms, for example, the spectral bundle method [115], Burer and Monteiro’s low-rank factorization method [48], and augmented Lagrangian algorithms [134, 242].

### 14.1 Aggregate sparsity

Although aggregate sparsity is not always present in large sparse SDPs, it appears naturally in applications with underlying graph structure. Examples are semidefinite relaxations of combinatorial graph optimization problems [158, 98, 4, 97] and eigenvalue optimization problems for symmetric matrices associated with graphs [236, 42]. Semidefinite optimization has been used extensively for Euclidean distance geometry problems with network structure, with applications to network node localization [34, 35, 36, 129, 73] and machine learning [230, 231, 237]. The graph structure in these applications is often inherited by the SDP. This is also the case for recently developed semidefinite relaxations of the optimal power flow problem in electricity networks.
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General-purpose convex modeling systems are another important source of SDPs with aggregate sparsity. These systems rely on semidefinite representations of convex optimization problems that often involve large numbers of auxiliary variables and sparse constraints. For example, SDP formulations of problems involving matrix norms or robust quadratic optimization typically have a ‘block-arrow’ aggregate sparsity pattern.

When the aggregate sparsity pattern is dense or almost dense, it is sometimes possible to introduce or improve sparsity in the aggregate pattern by means of a variable transformation. Fukuda et al. give the example of the graph equipartition problem, which has sparse coefficient matrices in the objective and constraints, except for one dense equality constraint $1^T X 1 = 0$. A similar example is the SDP formulation of the maximum variance unfolding problem. To see how a variable transformation can be used to introduce aggregate sparsity, consider the primal SDP with $A_m = 11^T$ and $b_m = 0$. The aggregate sparsity pattern of this SDP is completely dense. However, if $X \succeq 0$ and $1^T X 1 = 0$, then $X$ can be expressed as $X = V Y V^T$ where $Y \succeq 0$ and $V$ is any $n \times (n - 1)$-matrix with columns that span the orthogonal complement of $1$. An example of a sparse basis matrix is

$$V = \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 & 0 \\
-1 & 1 & 0 & \cdots & 0 & 0 \\
0 & -1 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & -1 & 1 \\
0 & 0 & 0 & \cdots & 0 & -1
\end{bmatrix}.$$ 

This observation allows us to eliminate the equality constraint $1^T X 1 = 0$ and reformulate the problem as

$$\begin{align*}
\text{minimize} & \quad \text{tr}((V^T C V) Y) \\
\text{subject to} & \quad \text{tr}((V^T A_i V) Y) = b_i, \quad i = 1, \ldots, m - 1 \\
& \quad Y \succeq 0.
\end{align*}$$

If the basis matrix $V$ is sparse, then the aggregate pattern of this SDP
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is not much denser than the aggregate pattern of $C, A_1, \ldots, A_{m-1}$ in the original problem.

More generally, suppose the coefficient matrices $C$ and $A_i$ contain dense terms that can be expressed as low rank matrices with a common range:

$$C = C_s + WB_0 W^T, \quad A_i = A_{s,i} + WB_i W^T, \quad i = 1, \ldots, m$$

where $C_s$ and $A_{s,i}$ are sparse, and $W$ is an $n \times k$ matrix with orthonormal columns. Define $U = [V \ W]$ where $V$ is a $n \times (n - k)$ matrix with columns that span the nullspace of $W^T$. Then a change of variables $X = UYU^T$ transforms the SDP into the equivalent problem

$$\text{minimize} \quad \text{tr}(\tilde{C}Y)$$
$$\text{subject to} \quad \text{tr}(\tilde{A}_i Y) = b_i, \quad i = 1, \ldots, m$$
$$Y \succeq 0$$

with

$$\tilde{C} = U^T CU = \begin{bmatrix} V^T C_s V & V^T C_s W \\ W^T C_s V & W^T C_s W + B_0 \end{bmatrix}$$

and

$$\tilde{A}_i = U^T A_i U = \begin{bmatrix} V^T A_{s,i} V & V^T A_{s,i} W \\ W^T A_{s,i} V & W^T A_{s,i} W + B_i \end{bmatrix}, \quad i = 1, \ldots, m.$$

If $V$ is a sparse basis matrix for the nullspace of $W^T$ and $k \ll n$, then the matrices $\tilde{C}, \tilde{A}_i$ may be sufficiently sparse to have a useful sparse aggregate pattern. The problem of finding a sparse nullspace basis has been studied in many contexts, including nonlinear optimization where a sparse nullspace basis is of interest when eliminating linear equality constraints [187, 31, 52, 53, 93].

Aggregate sparsity implies that all dual feasible variables $S$ in (14.2) have sparsity pattern $E$. We can therefore restrict the dual variable to the subspace $S^n_E$ and write the dual problem as

$$\text{maximize} \quad b^T y$$
$$\text{subject to} \quad \sum_{i=1}^m y_i A_i + S = C$$
$$S \in S^n_+ \cap S^n_E. \quad (14.3)$$
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The matrix variable $X$ in the primal problem (14.1), on the other hand, is not necessarily sparse, and usually dense at the optimum. However, the cost function and equality constraints in (14.1) only involve the entries $X_{ij}$ on the diagonal and for \{i, j\} \in E. The other entries are important only to ensure the matrix is positive semidefinite. The problem can therefore be viewed as a problem with a sparse matrix $\Pi_E(X)$ as variable, constrained to have a positive semidefinite completion:

$$\begin{align*}
\text{minimize} & \quad \text{tr}(CX) \\
\text{subject to} & \quad \text{tr}(A_i X) = b_i, \quad i = 1, \ldots, m \\
X & \in \Pi_E(S^m). 
\end{align*}$$

(14.4)

The problems (14.4) and (14.3) form a pair of primal and dual conic LPs, since the cones $\Pi_E(S^m)$ and $S^m \cap S^m_E$ are dual cones (see §10.1). We also note that, without loss of generality, the sparsity pattern $E$ can be assumed to be chordal, since replacing a non-chordal pattern with any chordal extension of it gives an equivalent problem.

Interior-point methods that exploit aggregate sparsity can be roughly divided in two approaches. One can take an interior-point method for the general semidefinite program (14.1) and exploit aggregate sparsity as much as possible in the implementation of the algorithm. Or one can view the equivalent problem (14.4) as a conic LP with respect to the matrix cone $\Pi_E(S^m)$, and solve it with an interior-point method for nonsymmetric conic optimization. These two approaches are discussed in §14.3 and §14.4, respectively. In the next section we first discuss how the partially separable structure of the cone $\Pi_E(S^m)$ can be used to reformulate the problem as an equivalent SDP that may be easier to solve by general-purpose interior-point solvers than the original SDP (14.1).

14.2 Conversion methods

The use of chordal graph techniques in interior-point methods for semidefinite optimization was introduced in [87, 169]. One of the key contributions in these papers is the formulation of conversion methods or clique decomposition methods to replace an SDP with large matrix inequality constraints by an equivalent problem that may be easier to
solve by interior-point methods. The idea is an example of the method described in §13.2 for converting a conic LP with a partially separable cone into an equivalent problem with several smaller-dimensional cones. If we use the vector notation for the matrix cone $\Pi_{E}(S^n)$ described in §12.2, the reformulated problem can be written as \[(13.12)\]. It can also be written directly in matrix form as follows. Suppose the aggregate pattern $E$ is chordal with cliques $\gamma_1$, \ldots, $\gamma_l$. To reformulate \[(14.4)\], we introduce a separate variable $\tilde{X}_k$ for each submatrix $X_{\gamma_k\gamma_k}$, and write the problem as

\[
\begin{align*}
\text{minimize} & \quad \sum_{k=1}^l \text{tr}(\tilde{C}_k \tilde{X}_k) \\
\text{subject to} & \quad \sum_{k=1}^l \text{tr}(\tilde{A}_{ik} \tilde{X}_k) = b_i, \quad i = 1, \ldots, m \\
& \quad P_{\eta_j}(P_{\gamma_k}^T \tilde{X}_k P_{\gamma_k} - P_{\gamma_j}^T \tilde{X}_j P_{\gamma_j}) P_{\eta_j} = 0, \forall j \in \text{ch}(k), \quad k = 1, \ldots, l \\
& \quad \tilde{X}_k \succeq 0, \quad k = 1, \ldots, l.
\end{align*}
\] \[(14.5)\]

Here \(\text{ch}(k)\) denotes the set of children of clique $\gamma_k$ in a clique tree with the induced subtree property, and $\eta_j$ is the intersection of clique $\gamma_j$ and its parent clique in the clique tree. The coefficients $\tilde{C}_k$ and $\tilde{A}_{ik}$ are matrices that satisfy

\[
\sum_{k=1}^l \text{tr}(\tilde{C}_k X_{\gamma_k\gamma_k}) = \text{tr}(C X)
\]

and

\[
\sum_{k=1}^l \text{tr}(\tilde{A}_{ik} X_{\gamma_k\gamma_k}) = \text{tr}(A_i X), \quad i = 1, \ldots, m,
\]

for all $X \in S^n_{E}$. The second set of equality constraints in \[(14.5)\] forces the variables $\tilde{X}_k$ to be consistent with the interpretation that they are overlapping submatrices $X_{\gamma_k\gamma_k}$ of a matrix $X$. The reformulated problem \[(14.5)\] has more variables and constraints than the original SDP, but the single matrix inequality $X \succeq 0$ has been replaced by $l$ smaller ones. If the Schur complement system for \[(14.5)\] is sparse the problem may be easier to solve than the original SDP.
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As an example, suppose \( E \) is the pattern in Figure 12.1. The cliques are
\[
\gamma_1 = (1, 3, 4), \quad \gamma_2 = (2, 4), \quad \gamma_3 = (3, 4, 5), \quad \text{and} \quad \gamma_4 = (5, 6),
\]
so
\[
X_{\gamma_1 \gamma_1} = \begin{bmatrix} X_{11} & X_{13} & X_{14} \\ X_{31} & X_{33} & X_{34} \\ X_{41} & X_{43} & X_{44} \end{bmatrix}, \quad X_{\gamma_2 \gamma_2} = \begin{bmatrix} X_{22} & X_{24} \\ X_{42} & X_{44} \end{bmatrix},
\]
and
\[
X_{\gamma_3 \gamma_3} = \begin{bmatrix} X_{33} & X_{34} & X_{35} \\ X_{43} & X_{44} & X_{45} \\ X_{53} & X_{54} & X_{55} \end{bmatrix}, \quad X_{\gamma_4 \gamma_4} = \begin{bmatrix} X_{55} & X_{56} \\ X_{65} & X_{66} \end{bmatrix}.
\]

If we use the clique tree in the center of the figure, then \( \eta_1 = (3, 4), \quad \eta_2 = 4, \quad \eta_3 = 5 \). In the conversion method we introduce four variables \( \hat{X}_1, \hat{X}_2, \hat{X}_3, \hat{X}_4 \) for the four submatrices and impose the constraints
\[
\begin{bmatrix} \hat{X}_{1,22} & \hat{X}_{1,23} \\ \hat{X}_{1,32} & \hat{X}_{1,33} \end{bmatrix} = \begin{bmatrix} \hat{X}_{3,11} & \hat{X}_{3,12} \\ \hat{X}_{3,21} & \hat{X}_{3,22} \end{bmatrix},
\]
\[
\hat{X}_{2,22} = \hat{X}_{3,22}, \quad \hat{X}_{3,33} = \hat{X}_{4,11}
\]
to ensure that they can be interpreted as \( \hat{X}_k = X_{\gamma_k \gamma_k}, \; k = 1, 2, 3, 4 \).

The MATLAB package SparseCoLO [86] provides an implementation of four variants of the conversion method, described in [126]. The conversion method is also supported by the Python library Chompack [14]. An interesting feature of the conversion method is that it can be used in combination with any semidefinite optimization algorithm. The principal drawback is the large number of equality constraints that are added to the \( m \) equality constraints in the original problem. If the reformulated problem is solved by an interior-point method, the Schur complement system in each iteration of the algorithm can be much larger than for the original problem, and this can easily offset the benefit of the increased sparsity.

In some applications one has the option of using an inexact conversion and omit some of the additional consistency constraints in the converted problem (14.5). When the SDP is a relaxation of a non-convex optimization problem, omitting some of the constraints gives a
weaker, but less expensive, relaxation. In [11] this idea was applied to
semidefinite relaxations of an optimal power flow problem.

The clique decomposition results that underlie the conversion
method are also important for first-order algorithms and splitting meth-
ods for semidefinite optimization [161, 138, 63, 243, 212].

14.3 Interior-point methods

In this section we discuss techniques for exploiting aggregate sparsity
in interior-point methods for semidefinite optimization. The main com-
putation in each iteration of an interior-point method for solving (14.1)
and (14.2) is the calculation of primal and dual search directions
\(\Delta X, \Delta y, \Delta S\) by solving a set of linear equations of the form

\[
\begin{align*}
\text{tr}(A_i \Delta X) &= r_i, \quad i = 1, \ldots, m, \\
\sum_{j=1}^{m} \Delta y_j A_j + \Delta S &= R_d, \\
\Delta X + D(\Delta S) &= R_c.
\end{align*}
\]

(14.6) \hspace{1cm} (14.7) \hspace{1cm} (14.8)

The right-hand sides \(r, R_d, R_c\) are residuals that depend on the values
of the current iterates \(\hat{X}, \hat{y}, \hat{S}\) in the algorithm. The mapping \(D\) is a
positive definite linear mapping computed from the current value of
\(\hat{X}\) and/or \(\hat{S}\), and is defined differently for different methods. The iterates
\(\hat{X}\) and \(\hat{S}\) are strictly positive definite throughout the algorithm, but
not necessarily feasible for the primal and dual SDPs.

A common way to solve (14.6)–(14.7) is to first eliminate \(\Delta X\) and
\(\Delta S\) and form the Schur complement equations \(H \Delta y = g\), where \(H\) is
the positive definite matrix with entries

\[
H_{ij} = \text{tr} \left( A_i D(A_j) \right), \quad i, j = 1, \ldots, m,
\]

and \(g_i = r_i - \text{tr} \left( A_i (R_c - D(R_d)) \right), \quad i = 1, \ldots, m\). The various defini-
tions of \(D\) all have in common that \(D(U)\) is a dense matrix when \(U\) is
nonzero (unless the aggregate sparsity pattern is block-diagonal). As
a consequence, the Schur complement matrix \(H\) is dense. The cost of
forming and solving the Schur complement system dominates the per-
itration complexity of the interior-point method. We now review some
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the most common choices of $D$ and comment on the effect of aggregate sparsity. For background on these definitions, we refer the reader to the surveys [216, 217, 171].

The earliest interior-point methods for semidefinite optimization used primal or dual scaling. In a primal scaling method, $D(U) = \hat{X}U\hat{X}$. This is the inverse Hessian of the logarithmic barrier function $-\log \det X$ at $\hat{X}$. Hence, in a primal scaling method,

$$H_{ij} = \text{tr} \left( A_i\hat{X}A_j\hat{X} \right).$$  \hfill (14.9)

In a dual scaling method, $D(U) = \hat{S}^{-1}U\hat{S}^{-1}$, the Hessian of the barrier $-\log \det S$ at the current dual iterate $\hat{S}$. With this choice,

$$H_{ij} = \text{tr} \left( A_i\hat{S}^{-1}A_j\hat{S}^{-1} \right).$$  \hfill (14.10)

More recent algorithms and most general-purpose semidefinite optimization solvers use search directions defined by a primal-dual scaling, in which $D$ depends on $\hat{X}$ and $\hat{S}$ [41, 210, 224, 238, 10, 168]. Examples are the AHO direction [5], the HRVW/KSH/M direction [116, 132, 166], and the NT direction [176]. These directions were later unified as special cases of the Monteiro-Zhang family of search directions [166, 241]. Of these directions the NT and HRVW/KSH/M directions are the most popular ones. The NT direction is defined by using $D(U) = WUW$ where $W$ is the unique positive definite matrix that satisfies $W\hat{S}W = \hat{X}$. Hence, in methods based on the NT direction,

$$H_{ij} = \text{tr} \left( A_iWA_jW \right).$$  \hfill (14.11)

The HRVW/KSH/M direction uses

$$D(U) = \frac{1}{2}(\hat{X}U\hat{S}^{-1} + \hat{S}^{-1}U\hat{X}),$$

which gives

$$H_{ij} = \text{tr} \left( A_i\hat{X}A_j\hat{S}^{-1} \right).$$  \hfill (14.12)

We now turn to the question of exploiting aggregate sparsity. In a problem with aggregate sparsity pattern $E$, the coefficients $A_i$ all have sparsity pattern $E$. In many applications they are actually much sparser and each coefficient matrix may only have a few nonzero entries. On the
other hand, the matrices $\hat{X}$, $\hat{S}^{-1}$, $W$ in the various definitions of $H_{ij}$ are completely dense. Evaluating these expressions therefore requires matrix-matrix products with dense matrices.

If we start the iteration with a dual feasible $\hat{S}$, then the dual iterate $\hat{S}$ will remain dual feasible throughout the iteration, and be positive definite and sparse with sparsity pattern $E$. It can therefore be factored with zero-fill, and the sparse Cholesky factorization can be used to compute the products with $\hat{S}^{-1}$. For example, if $\hat{S} = LL^T$, then the elements of $H_{ij}$ in a dual scaling method (14.10) are inner products of scaled matrices $L^{-T}A_jL^{-1}$, which can be computed by forward and backward substitutions with the sparse Cholesky factors. This important advantage of dual scaling methods over the primal or primal-dual scaling methods was pointed out in [26] and applied in the DSDP solver [25]. The cost of computing the Schur complement matrix (14.10) can be further reduced if the coefficients $A_i$ are low rank. This is quite common in sparse problems where each matrix has only a few nonzero entries [26].

In the formula (14.12) for the HRVW/KSH/M method the multiplication with $\hat{S}^{-1}$ can be performed using a sparse factorization of $\hat{S}$, but $\hat{X}$ is a dense matrix with a dense inverse. A variation of the method that avoids multiplications with $\hat{X}$ is the completion-based primal–dual interior-point method of Fukuda et al. [87]. In the completion-based method the primal iterate $\hat{X}$ in (14.12) is replaced with the maximum determinant positive definite completion of $\Pi_E(\hat{X})$. As explained in Chapter 10 the maximum determinant completion has an inverse with sparsity pattern $E$. Moreover, if $E$ is chordal, the inverse factorization of the maximum determinant completion can be computed efficiently. When $\hat{X}$ in (14.12) is replaced with the maximum determinant completion, the sparse inverse factorization can be used to evaluate $H_{ij}$ as in the dual scaling method. The method has been implemented in the SDPA-C solver [169].

Deng, Gu, and Overton [69] describe efficient implementations of the AHO and HRVW/KSH/M primal-dual methods for SDPs with band aggregate sparsity, by applying sequentially semiseparable representations of band matrices.
14.4 Nonsymmetric formulation

As an alternative to the approaches of the previous section, one can view a pair of primal and dual SDPs with aggregate sparsity pattern as a pair of conic linear optimization problems (14.4) and (14.3). The primal and dual variables $X, S$ in these problems are sparse matrices in $S^n_E$. The inequality in the primal problem is with respect to the cone $\Pi_E(S^n_+)$ of sparse matrices with a positive semidefinite completion. The inequality in the dual problem is with respect to the sparse positive semidefinite matrix cone $S^n_+ \cap S^n_E$. The cones are not self-dual so there are no methods with complete primal-dual symmetry, but the problems can still be solved by primal, dual, or nonsymmetric primal-dual interior-point methods [174, 173, 51, 205].

We can assume, without loss of generality, that the sparsity pattern $E$ is chordal. This implies that the barrier functions $\phi: S^n_E \to \mathbb{R}$ and $\phi_*: S^n_E \to \mathbb{R}$,
\[
\phi(S) = -\log \det S, \quad \phi_*(X) = \sup_{S > 0} (-\text{tr}(XS) - \phi(S)),
\]
and their first and second derivatives, can be evaluated by the multifrontal algorithms described in §9.6 and §10.4 [9]. The functions (14.13) are normal barriers so a host of path-following and potential reduction methods with a well-developed convergence analysis based on self-concordance theory can be applied [173, 172, 190, 174]. These methods follow the central path for the pair of conic LPs, which is defined as the set of $X \in \Pi_E(S^n_+), y \in \mathbb{R}^m, S \in S^n_+ \cap S^n_E$ that satisfy the equations
\[
\text{tr}(A_i X) = b_i, \quad i = 1, \ldots, m, \quad (14.14)
\]
\[
\sum_{j=1}^m y_j A_j + S = C, \quad (14.15)
\]
\[
X + \mu \nabla \phi(S) = 0. \quad (14.16)
\]
The parameter $\mu > 0$ parameterizes the central path. Equivalently,
\[
\text{tr}(A_i X) = b_i, \quad i = 1, \ldots, m, \quad (14.17)
\]
\[
\sum_{j=1}^m y_j A_j + S = C, \quad (14.18)
\]
\[
\mu \nabla \phi_*(X) + S = 0. \quad (14.19)
\]
Burer [47] has developed a primal-dual interior-point method for the nonsymmetric pair of problems (14.4)–(14.3). The search directions in his method are computed by linearizing the central path equations (14.17), (14.19) after first rewriting the third condition:

\[
\begin{align*}
\text{tr}(A_i X) &= b_i, \quad i = 1, \ldots, m, \\
\sum_{j=1}^{m} y_j A_j + S &= C, \\
-\sqrt{\mu} F_2(X) + F_1(S) &= 0.
\end{align*}
\]

Here the operator \( F_1 \) maps a matrix \( S \in \mathbb{S}_+ \cap \mathbb{S}_E^n \) to its sparse Cholesky factor; the operator \( F_2 \) maps a matrix \( X \in \Pi_E(\mathbb{S}_+ \cap \mathbb{S}_E^n) \) to the Cholesky factor of \(-\nabla^2 \phi(X)\) (i.e., the inverse of the maximum determinant positive definite completion of \( X \)). The linearized central path equations are of the form (14.6)–(14.8) with \( D = -F'_2(\hat{X})^{-1} \circ F'_1(\hat{S}) \), where \( F'_1 \) and \( F'_2 \) denote the derivatives. It is shown that \( D \) is (non-symmetric) positive definite in a neighborhood of the central path. Eliminating \( \Delta X \) and \( \Delta S \) yields a nonsymmetric Schur complement system. To avoid forming the Schur complement equations explicitly, Burer proposes to solve the equations iteratively using BiCGSTAB.

Srijuntongsiri and Vavasis [209] propose potential reduction methods based on the barrier functions (14.13), using automatic differentiation to evaluate the gradients and Hessians of the primal and dual barrier functions. Their method also avoids forming the Schur complement matrix, and solves the system by a conjugate gradient method.

Andersen et al. [8] describe implementations of primal and dual path-following methods that use the multifrontal algorithms described in §9.6 and §10.4 to evaluate the derivatives of the barrier functions (14.13). The Newton equations, or linearized central path equations, have the same form (14.6)–(14.8) as for SDP algorithms, with the crucial difference that both \( \Delta S \) and \( \Delta X \) are matrices in \( \mathbb{S}_E^n \). The mapping \( D \) is either \( D = \nabla^2 \phi(\hat{S}) \) in a dual scaling method (based on linearizing (14.19)) or \( D = \nabla^2 \phi(\hat{X})^{-1} \) in a primal scaling method (based on linearizing (14.16)). Variants of this approach use a factorization \( \nabla^2 \phi(\hat{S}) = \mathcal{R}^*_S \circ \mathcal{R}_S \) of the Hessian of \( \phi \) at \( \hat{S} \), where \( \mathcal{R}_S \) is a linear mapping from \( \mathbb{S}_E^n \) to \( \mathbb{S}_E^n \) and \( \mathcal{R}^*_S \) is the adjoint of \( \mathcal{R}_S \) (see §9.6). Using
this factorization, the Schur complement matrix $H$ for $D = \nabla^2 \phi(\hat{S})$ can be expressed as
\[
H_{ij} = \text{tr}(A_i D(A_j)) = \text{tr}(R_{\hat{S}}(A_i)R_{\hat{S}}(A_j)), \quad i, j = 1, \ldots, m.
\]
A factorization $H$ can be computed from a QR factorization of the matrix
\[
\begin{bmatrix}
\text{vec}_E(R_{\hat{S}}(A_1)) & \text{vec}_E(R_{\hat{S}}(A_2)) & \cdots & \text{vec}_E(R_{\hat{S}}(A_m))
\end{bmatrix}.
\]
This approach is interesting from a numerical point of view because it factors $H$ without explicitly forming it. A similar expression applies to a primal scaling method, when $D = \nabla^2 \phi^*(\hat{X})^{-1}$. Here we use the fact that $\nabla^2 \phi^*(\hat{X})^{-1} = \nabla^2 \phi(\tilde{S})$, where $\tilde{S}$ is the inverse of the maximum determinant completion of $\hat{X}$ (see §10.4), to factor $D$ as $D = R_{\tilde{S}}^* \circ R_{\hat{S}}$. Burer’s method can be viewed as based on the nonsymmetric scaling $D = R_{\tilde{S}}^* \circ R_{\hat{S}}$. An implementation of the primal and dual methods described in [8] is available in the Python package SMCP [14].
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Notation

Graphs

\[ G = (V, E) \] Undirected graph (p. 245).

\[ G(W) \] Subgraph induced by a subset \( W \subseteq V \) (p. 246).

\[ G_\sigma = (V, E, \sigma) \] Ordered undirected graph (p. 247).

\( \text{adj}(v) \) Neighborhood of vertex \( v \) (p. 247).

\( \text{deg}(v) \) Degree of vertex \( v \) (p. 247).

\( \text{adj}^+(v) \) Higher neighborhood of vertex \( v \) (p. 247).

\( \text{adj}^-(v) \) Lower neighborhood of vertex \( v \) (p. 247).

\( \text{col}(v) \) Closed higher neighborhood of vertex \( v \) (p. 248).

\( \text{row}(v) \) Closed lower neighborhood of vertex \( v \) (p. 248).

\( \text{deg}^+(v) \) Higher degree of vertex \( v \) (p. 247).

\( \text{deg}^-(v) \) Lower degree of vertex \( v \) (p. 247).

\( \text{ch}(v) \) Set of children of vertex \( v \) (p. 250).

\( \text{lev}(v) \) Depth of vertex \( v \) (p. 250).

\( \text{fdesc}(v) \) First descendant of vertex \( v \) (p. 251).

\( \text{lca}(v, w) \) Least common ancestor \( v \) and \( w \) (p. 251).

Chordal graphs

\( p_c(W) \) Parent of clique \( W \) in rooted clique tree (p. 268).

\( \text{sep}(W), \text{res}(W) \) Clique separator, clique residual (p. 268).

\( p(v) \) Parent of vertex \( v \) in elimination tree (p. 278).
Notation

\( V^c \)  Set of clique representative vertices (p. 283).

\( \text{snd}(v) \)  Supernode with representative \( v \) (pp. 283, 288).

\( a(v) \)  First ancestor of \( v \) (pp. 284, 290).

\( q(v) \)  Parent in supernodal elimination tree (p. 284).

Graph elimination

\( G^*_\sigma = (V, E^*_\sigma, \sigma) \)  Elimination graph of \( G_\sigma = (V, E, \sigma) \) (p. 300).

\( \text{adj}^+ (v) \)  Higher neighborhood in \( G^*_\sigma \) (p. 303).

\( \text{adj}^- (v) \)  Lower neighborhood in \( G^*_\sigma \) (p. 303).

\( \text{col}_+ (v) \)  Closed higher neighborhood in \( G^*_\sigma \) (p. 303).

\( \text{row}_+ (v) \)  Closed lower neighborhood in \( G^*_\sigma \) (p. 303).

\( \text{deg}^+(v), \text{deg}^-(v) \)  Higher, lower degree in \( G^*_\sigma \) (p. 303).

Sparse symmetric matrices

\( \text{tr}(A) \)  Trace of \( A \).

\( A^+ \)  Pseudoinverse of \( A \).

\( \mathbf{S}^n \)  Set of symmetric matrices of order \( n \) (p. 330).

\( \mathbf{S}^n_E \)  Matrices in \( \mathbf{S}^n \) with sparsity pattern \( E \) (p. 330).

\( \text{vec}(A), \text{vec}_E(A) \)  Vectorized matrix \( A \in \mathbf{S}^n, A \in \mathbf{S}^n_E \) (p. 385).

\( \Pi_E \)  Projection on \( \mathbf{S}^n_E \) (p. 350).

\( P_\beta \)  Selection matrix defined by index set \( \beta \) (p. 331).

\( \gamma_i \)  Lower-triangular nonzeros in column \( i \) (p. 332).

\( \eta_i \)  Lower-triangular zeros in column \( i \) (p. 332).

\( \nu_i \)  Index set with elements of \( \text{snd}(i) \) (p. 332).

\( \alpha_i \)  Index set with elements of \( \text{col}(i) \setminus \text{snd}(i) \) (p. 332).

Positive semidefinite matrices

\( \mathbf{S}^n_+ \)  Positive semidefinite \( n \times n \) matrices (p. 340).

\( \mathbf{S}^{n+} \)  Positive definite \( n \times n \) matrices (p. 340).

\( A \succeq 0, A \succ 0 \)  \( A \) is positive semidefinite, \( A \) is positive definite.

\( \mathbf{S}^n \)  Vectorized positive semidefinite matrices (p. 392).

\( \phi(S) \)  Logarithmic barrier for \( \mathbf{S}^n_+ \cap \mathbf{S}^n_E \) (p. 353).

\( \phi_*(X) \)  Logarithmic barrier for \( \Pi_E(\mathbf{S}^n_+) \) (p. 365).

\( d_{KL}(U, V) \)  Kullback-Leibler divergence (p. 366).
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