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Abstract—This paper describes the capabilities of deep-submi-
cron CMOS technologies for the realization of highly integrated
optical communication transceivers in the range of tens of gigabits
per second. Following an overview of a CMOS process, the design
of traditional and modern transceivers is presented and speed and
integration issues are discussed. Next, the problem of equalization
is addressed. Finally, the design of critical building blocks such as
broadband amplifiers and high-speed oscillators is described and
a method of estimating the jitter is introduced.

Index Terms—Broad-band circuits, clock recovery, CMOS
transceivers, inductive peaking, jitter, optical communication,
oscillators.

I. INTRODUCTION

T HE rapidly growing volume of data in telecommunication
networks has rekindled interest in high-speed optical and

electronic devices and systems. This new wave entails three im-
portant trends similar to those which the radio-frequency (RF)
design paradigm began to experience in the early 1990s.

1) Modular, general-purpose building blocks are gradually
replaced by end-to-end solutions that benefit from de-
vice/circuit/architecture codesign.

2) Greater levels of integration on a single chip provide
higher performance and lower cost.

3) Mainstream VLSI technologies such as CMOS and
BiCMOS continue to take over the territories thus far
claimed by GaAs and InP devices.

This paper describes the prospects of deep-submicron CMOS
technologies for optical systems and circuits operating at high
speeds with high functional complexity. As a framework, the
paper aims to quantify the capabilities and limitations of CMOS
processes for 40-Gb/s systems while extending well-known
high-speed bipolar techniques [1] and RF design concepts to
CMOS realizations.

Section II provides a brief overview of a typical CMOS
process and some of its benchmarks that are relevant to optical
communication (OC) circuits. Section III describes a traditional
optical transceiver (TRX) system, identifying speed, noise,
and integration issues. Section IV examines a modern optical
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transceiver, presenting the anticipated complexity and, hence,
the need for CMOS technology. Section V deals with the design
of building blocks and Section VI summarizes the advantages
of CMOS technology for optical systems.

II. A TTRIBUTES OFCMOS TECHNOLOGY

Aggressive scaling resulting from the competition to follow
Moore’s Law has improved the intrinsic speed of MOSFETs
by more than three orders of magnitude in the past 30 years.
Fig. 1 illustrates a circuit designer’s view of a modern CMOS
process, e.g., a 0.13-m generation. In addition to nMOS and
pMOS transistors, the technology provides:

1) a deep n-well, which can be utilized to reduce substrate
noise coupling;

2) a MOS varactor, which can serve in voltage-controlled
oscillators (VCOs);

3) eight layers of metal, M1–M8, which can form many
useful structures such as inductors, capacitors, and trans-
mission lines.

A. Active Devices

In order to quantify the “raw” capabilities of the technology,
we study a number of relevant benchmarks. Fig. 2 plots the sim-
ulated of nMOS and pMOS transistors as a function of the
gate–source overdrive voltage, , for various process
and temperature conditions. The of nMOS devices falls to
about 62 GHz at the slow high-temperature corner, suggesting
difficulties in operating at 40 GHz.

A more realistic benchmark for OC circuits is the maximum
speed of differential ring oscillators. Simulations using 0.13-m
devices indicate that three-stage differential rings with resistive
loads oscillate at about 18 GHz. Since in an OC transceiver,
such an oscillator drives a large number of latches, its output
buffer must employ high currents and wide transistors, further
lowering the speed.

Another important benchmark for OC circuits is the perfor-
mance of divide-by-two circuits. Fig. 3 plots the maximum re-
quired (differential) clock swing for a static current-steering
flip-flop divider as a function of the clock frequency (obtained
by simulations). In an OC transceiver, such a divider must drive
at least another divider and a 2-to-1 multiplexer (MUX), ex-
hibiting a lower speed.

0018-9200/02$17.00 © 2002 IEEE
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Fig. 1. Typical CMOS process.

Fig. 2. Transit frequency of 0.13-�m nMOS and pMOS devices.

Fig. 3. Divide-by-two circuit sensitivity.

B. Passive Devices

The above speed limitations of CMOS technology can be
overcome through the addition of passive components to the
circuit designer’s device library. Examples include spiral in-
ductors, transmission lines (T lines), and MOS varactors. The
process back-end illustrated in Fig. 1 reveals the availability of
eight metal layers in recent generations of CMOS technology,
providing fertile grounds for new device structures.

Inductors: Extensive studies of monolithic inductors in the
context of RF design have created structures with acceptable
quality factors ( s), high self-resonance frequencies, and mod-
erate dimensions. We are fortunate to have inherited the vast
body of knowledge on inductors. For optical communication
circuits, three types of inductor structures prove useful (Fig. 4).
Measurements indicate aof 5 to 6 for the single-ended spiral
of Fig. 4(a) in the frequency range of 30–40 GHz and aof

Fig. 4. Spiral inductor structures.

10–11 for the differential structure of Fig. 4(b) in the range
of 15–30 GHz.1 Since the interwinding capacitance sustains
a much greater voltage in the differential inductor than in the
single-ended spiral, the latter topology achieves a higher self-
resonance frequency .

In multiphase oscillators or inductively peaked broadband
amplifiers, a multitude of inductors are necessary, mandating a
small area for each. A candidate for this purpose is the stacked
structure shown in Fig. 4(c), where several spirals are placed
in series. The strong mutual coupling between every two spi-
rals yields a total inductance of roughly , where de-
notes the number of layers and the inductance of one spiral.
With eight metal layers available, various topologies can be en-
visaged that achieve a high , high inductance, and/or high

. Fig. 5(a) plots the self-resonance frequency of stacked and

1The skin effect and substrate loss appear to be the limiting factors at these
frequencies.
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Fig. 5. (a) Self-resonance frequency. (b) Outer dimension of inductors.

single-layer inductors ranging from 0.5 to 5 nH. Here, the in-
ductance is obtained by ASITIC simulations and the equivalent
capacitance from the derivations in [2]. As described in [2], in-
creasing the vertical spacing between spirals can substantially
raise without degrading other properties of the inductor,
hence, the use of M8 and M3 rather than M8 and M7. Fig. 5(b)
plots the outer dimension of the same inductors, demonstrating
the significant area savings provided by stacking. Combinations
of parallel and series spirals also prove attractive for increasing
the .

Techniques such as octagonal spirals [3], patterned shields
[4], parallel spirals [5], and tapering the linewidth of the inductor
from inner turns to outer turns have been proposed to increase
the of inductors, but the improvement heavily depends on the
frequency of operation. For this reason, fabrication and mea-
surement of many such topologies are often necessary to deter-
mine the optimum structure with respect to the, area, and .

Transmission Lines:CMOS processes can now afford struc-
tures that have frequently been used in III–V technologies for
microwave and millimeter-wave applications. Specifically, the
multitude of metal layers provides transmission lines with a rea-
sonable loss and a small capacitance per unit length, two prop-
erties essential to active circuit design using T lines.

Fig. 6. (a) Microstrip structure in CMOS technology. (b) Loss and
characteristic impedance as a function of linewidth.

Fig. 7. Coplanar T line.

Fig. 6(a) shows a microstrip structure consisting of a metal-8
line over a metal-1 ground plane. Plotted in Fig. 6(b) are the
loss at 40 GHz and the characteristic impedance versus the
linewidth, obtained by electromagnetic field simulations. As
a typical example, m yields a loss of 0.58 dB/mm
and a characteristic impedance of 110. This performance is
acceptable for high-speed distributed amplifiers and oscillators.

Fig. 7 depicts a coplanar T line in CMOS technology [6]. A
wide spacing between the signal and ground lines translates to
a relatively small capacitance, but the field lines terminating on
the substrate may introduce significant loss. Furthermore, such
a structure bothcreatesand/orsensesmore substrate noise than
the microstrip counterpart.

MOS Varactors: Another component inherited from RF
CMOS design is the MOS varactor. Shown in Fig. 1, the
device is realized as an nFET placed inside an n-well, thereby
exhibiting a monotonic – characteristic [7], [8]. In contrast
to p-n-junction varactors, MOS varactors can sustain both
negative and positive voltages, yielding a wider tuning range
for VCOs, especially at low supply voltages.

It is unclear whether MOS varactors provide a higher or lower
than do p-n junctions at tens of gigahertz, but measurements
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Fig. 8. Fringe capacitor. (a) Side view. (b) Top view.

on a 40-GHzLC CMOS VCO indicate that the tank is still
determined by that of the inductor, suggesting that the MOS
varactor’s does not limit the performance.

Fringe Capacitors: At low supply voltages, capacitive cou-
pling between cascaded stages may relax the voltage headroom
constraints. However, both the bottom-plate parasitic capaci-
tance and the low density of typical “native” capacitor structures
make their use difficult. A practical solution is the “fringe” ca-
pacitor shown in Fig. 8 [10], whereby the large fringe capac-
itance between adjacent metal lines is heavily exploited. With
six or seven metal layers, a bottom-plate parasitic of only a few
percent and a density of about 0.5 fF/m can be achieved.

C. Device Modeling

A number of practical issues limit modeling capabilities at
high speeds, making fabrication and measurement an essential
part of device design.

The principal difficulty in modeling MOSFETs for OC cir-
cuits relates to their thermal and flicker noise. The excess noise
coefficient in and the flicker noise corner
frequency of short-channel transistors must often be obtained
by direct device measurements for each technology generation.
These noise characteristics play a significant role in the per-
formance of VCOs, transimpedance amplifiers (TIAs), limiting
amplifiers, phase detectors, and charge pumps.

Interestingly, the capacitances of MOS devices represented
by BSIM3 models appear to be relatively accurate even at tens
of gigahertz. This is validated by experimental characterization
of a number ofLC oscillators in the range of 15–40 GHz: Sim-
ulated and measured oscillation frequencies differ by less than
5%.

Passive device modeling entails a number of difficulties.
Inductor characterization programs using electromagnetic
field simulations typically fail to accurately model skin and
substrate effects at frequencies above approximately 5 GHz.
Also, as shown in Fig. 9, actual T lines in CMOS technology
contain multiple dielectric constants and a finite ground plane
surrounded by a lossy substrate. Field simulators may not be
able to handle such complex geometries.

Fig. 9. Actual differential T line in CMOS technology.

Fig. 10. Traditional OC transceiver.

Simple oscillators can serve as vehicles for inductor (and
T line) characterization at high frequencies. As explained in
[9], matching the simulated oscillation frequency and device
transconductance to the measured value leads to a simple in-
ductor model.

III. T RADITIONAL OC TRANSCEIVERS

Fig. 10 shows a traditional optical system. In the transmitter
(TX), a number of channels are multiplexed into a high-speed
data stream, the result is retimed and applied to a laser driver,
and the optical output is delivered to the fiber. A phase-locked
loop (PLL) generates clocks for both the multiplexer and the
retiming flip-flop (FF). Also, since the laser output power varies
with temperature and aging, a monitor photodiode (PD) and a
power control circuit continuously adjust the output level of the
driver.

In the receiver (RX), a photodiode converts the optical signal
to a current, and a TIA and a limiter2 raise the signal swing to
logical levels. [The TIA may incorporate automatic gain control

2RF and optical communication design use the terms “limiter” and “limiting
amplifier,” respectively, to refer to the same circuit. We use the two interchange-
ably here.
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(AGC) to accommodate a wide range of input currents.] Subse-
quently, a clock recovery circuit extracts the clock from the data
with proper edge alignment and retimes the data by a “decision
circuit.” The result is then demultiplexed, thereby producing the
original channels.

The transmitter of Fig. 10 entails several issues that mani-
fest themselves at high speeds and/or in scaled integrated cir-
cuit (IC) technologies. Since the jitter of the transmitted data is
determined by primarily that of the PLL, a robust low-noise de-
sign with high supply and substrate rejection becomes essential.
Furthermore, the design of skew-free synchronous multiplexers
proves difficult at high data rates.

Another critical challenge arises from the laser (or modulator)
driver, a circuit that must deliver tens of milliamperes of current
with very short rise and fall times. Since laser diodes or modu-
lators may experience large voltage swings between on and off
states, the driver design becomes more difficult as scaled tech-
nologies impose lower supply voltages. The package parasitics
also severely limit the speed with which such high currents can
be switched to the laser [1]. In contrast to RF power amplifiers,
laser drivers must operate across a broad frequency range, pro-
hibiting the use of matching networks with limited bandwidths.
For these reasons, high-power laser and modulator drivers may
remain outside the realm of deep-submicron CMOS design.

The receiver of Fig. 10 also presents many problems. The
noise, gain, and bandwidth of the TIA and the limiter directly
impact the sensitivity and speed of the overall system, raising
additional issues as the supply voltage scales down. Moreover,
the clock and data recovery functions must provide a high speed,
tolerate long runs (sequences of identical bits), and satisfy strin-
gent jitter and bandwidth requirements.

Full integration of the transceiver shown in Fig. 10 on a single
chip raises a number of concerns. The high-speed digital signals
in the MUX and DMUX may corrupt the receiver input or the os-
cillators used in the PLL and the clock and data recovery (CDR)
circuit. The high slew rates produced by the laser driver may
lead to similar corruptions and also desensitize the TIA. Finally,
since the VCOs in the transmit PLL and the receive CDR cir-
cuit operate at slightly different frequencies (with the difference
given by the mismatch between the crystal frequencies in two
communicating transceivers), they may pull each other, gener-
ating substantial jitter.

The above issues have resulted in multichip solutions that in-
tegrate the noisy and sensitive functions on different substrates.
The dashed boxes in Fig. 10 indicate a typical partitioning, sug-
gesting the following single-chip blocks:

• PLL/MUX circuit (also called the “serializer”);
• laser driver along with its power control circuitry;
• TIA/limiter combination;
• CDR/MUX circuit (also called the “deserializer”).

Recent work has integrated the serializer and deserializer (pro-
ducing a “serdes”) but the TX and RX front-end amplifiers tend
to remain in isolation.

In addition to scaling the dimensions and providing many
metal layers, CMOS technology exhibits two other attributes
germane to circuit design for optical communications. First, the
inevitable scaling of the supply voltage does reduce the overall

power dissipation of the system even though it creates many
difficulties in the design of the building blocks. For example,
a 1-to-16 demultiplexer with low-voltage differential signaling
(LVDS) outputs across 100-differential loads typically draws
a supply current of 16 5 mA 80 mA, which is a significant
fraction of the overall transceiver’s current. Thus, if the supply
voltage is decreased from 3 to 1.2 V, the DMUX power dissipa-
tion drops considerably.

The second attribute relates to the cost. Owing to the lower
fabrication cost, higher yield, and greater density of MOS
devices, CMOS implementations prove more economical than
their BiCMOS or III–V counterparts. While the cost advantage
may not be apparent for low-complexity circuits such as TIAs
and limiters, it does rise as a distinguishing factor when a full
transceiver must be integrated on a single chip. In systems
where many channels are carried on different wavelengths or
on a bundle of fibers, multiple transceivers must be realized
monolithically, further underlining the potential of CMOS
technology. Moreover, the shift of paradigm toward integrating
transceivers and framers on the same chip may select CMOS
technology as the only viable solution. This trend is similar to
the increasing sophistication that has appeared in RF CMOS
transceivers. Section IV provides examples.

IV. M ODERN OC TRANSCEIVERS

In response to the demand for higher data rates, the Optical
Internetworking Forum (OIF) has proposed two solutions for
40-Gb/s communication networks.3 The first incorporates
wave-division multiplexing (WDM), creating four channels
on a single fiber and carrying a data rate of 10 Gb/s in each
channel. The second assumes a single wavelength carrying a
data rate of 40 Gb/s.

A. Quad 10-Gb/s Transceivers

The OIF proposal for WDM requires a TRX that ismorethan
four times as complex as a single 10-Gb/s transceiver. Conceptu-
ally illustrated in Fig. 11(a), the TRX employs four serdes with
16 2.5-Gb/s parallel channels on the low-speed side and four
10-Gb/s channels on the high-speed side. The 2.5-Gb/s channels
are applied to and received from the framer, which is presently
assumed to be on a separate chip.

The communication between the framer and the four serdes at
2.5 Gb/s and over traces on a printed-circuit board (PCB) leads
to two critical issues. First, since it is difficult to guarantee equal
trace lengths for the 16 channels, the PCB inevitably introduces
significant skews. For example, with a propagation velocity of
2.5 10 m/s, a 1-cm length difference yields a 40-ps skew.
Second, the skews may vary with manufacturing and tempera-
ture, mandating continuous correction.

In order to resolve the above issues, OIF has proposed the
Serdes-Framer Interface, Level 5 (SFI-5). Used in both the quad
TRX and the framer, SFI-5 accommodates relatively long skews
and performs continuous skew correction during data communi-
cation. Fig. 11(b) depicts the interface. In addition to the 16 data
channels, the framer generates and transmits a deskew channel

3[Online.] Available: http://www.oiforum.com.
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Fig. 11. (a) Interface between a framer and a quad serdes. (b) Addition of
SFI-5.

and a clock . The serdes then utilizes this channel to insert
enough delay (in discrete steps equal to one bit) in each data
channel, thus aligning all 16.

A more detailed view of SFI-5 is depicted in Fig. 12(a). To
generate the deskew channel, a 16-to-1 MUX in the framer se-
quentially captures eight bytes from each data channel. A 2-to-1
MUX then allows the header to precede the data bytes. The
overall operation is coordinated by the “framing controller,”
which also generates the header.

On the serdes side, first digital data recovery (DDR) is per-
formed. DDR can employ an analog delay-locked loop (DLL)
to align the bits in each channel with the clock, thereby enabling
optimum sampling by subsequent stages and avoiding metasta-
bility. The retimed channels are then applied to first-in–first-out
(FIFO) registers so as to absorb small errors between the clock
frequencies on the framer and the serdes.

Following the above operations, the task of deskewing is
carried out. Each programmable delay chain consists of a
number of flip-flops that can delay the data or be bypassed. The
deskew controller continuously monitors the data channels and
the deskew channel, adjusting each programmable delay chain
to guarantee alignment of data at the input of the serializer.

Fig. 12. (a) Details of SFI-5. (b) Deskew frame structure.

The real-time skew correction required by SFI-5 leads to a
complex frame structure for the deskew channel. Each frame
in this channel consists of 1) a header, which indicates the be-
ginning of the frame, and 2) a sample of random data carried
by each of the 2.5-Gb/s channels. Fig. 12(b) shows the overall
frame. The 8-byte header has a predefined format and is fol-
lowed by eight bytes from channel 1, eight bytes from channel
2, etc.

SFI-5 is a relatively complex digital machine, requiring
roughly 5000–10 000 flip-flops that operate at 2.5 GHz. In
addition to limited timing budget for logical operations, SFI-5
poses many other challenges in the design: the large number
of flip-flops running at this speed consume substantial power,
present a large capacitance to the 2.5-GHz clock, generate
considerable supply noise, and inject a great deal of noise into
the substrate. Proper choice of the logic style, applying analog
layout techniques, and the use of deep n-well can alleviate
these issues.

The quad 10-Gb/s TRX with SFI-5 serves as a compelling
case for the use of CMOS technology. The complexity of four
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Fig. 13. SFI-5 used in a 40-Gb/s system.

Fig. 14. Multiplexed flip-flops.

serdes and SFI-5 can be accommodated by standard CMOS
technologies at a low cost. Furthermore, with a supply voltage
of about 1.2 V in 0.13-m processes, the overall power dissipa-
tion can be maintained below 3 W.

B. 40-Gb/s Transceivers

The next generation of SONET, namely, OC768, requires
transceivers operating with 40-Gb/s serial data.4 The 2.5-Gb/s
parallel interface may still be based on SFI-5, yielding the ar-
chitecture shown in Fig. 13. We describe two important issues
in this system.

The difficulties in the design of 40-Gb/s circuits make it de-
sirable to perform some of the operations at half rate. For ex-
ample, the CDR function in the receiver can utilize a 20-GHz
VCO along with a half-rate phase detector, thereby recovering
the data and demultiplexing it into two channels [11], [12]. Sim-
ilarly, the transmitter may use a 20-GHz PLL along with two
time-interleaved retiming flip-flops whose outputs are multi-
plexed (Fig. 14). However, the latter remedy can potentially
introduce significant jitter in the 40-Gb/s output data. For ex-
ample, if the 20-GHz clock suffers from duty cycle distortion or
if the interleaved flip-flops exhibit mismatches, then the output
data incurs pulsewidth distortion. The transmit path must there-
fore incorporate full-rate circuits.

The second issue in the architecture of Fig. 13 relates to the
partitioning of the system according to the capabilities of the IC

4The use of coding for forward error correction may raise the rate to 43 Gb/s.

Fig. 15. (a) Tapped delay line equalizer. (b) Use of a DLL to define unit delay.

technologies. Specifically, one may envision partitioning
the system into a CMOS quad TRX with SFI-5 [similar to
Fig. 11(b)] and a bipolar front-end consisting of a 4-to-1 MUX,
a 40-GHz PLL, a 40-Gb/s CDR, and a 1-to-4 DMUX. However,
such an arrangement would demand that four (differential)
10-Gb/s channels travel between the two chips while experi-
encing minimal skew with respect to the clocks on both chips.
This problem is similar to the skew issues that have led to the
invention of SFI-5, but much more difficult because of the
higher data rate. With the physical dimensions of traces and
packages, it would be impractical to ensure adequate data and
clock alignment between the two chips (unless the bipolar
front-end employs a 10-Gb/s version of SFI-5).

The above two issues indicate that, if CMOS technology can
support 40-Gb/s data rates, then a single-chip solution having a
low cost and low power dissipation becomes feasible. Methods
of approaching such speeds in amplifiers and oscillators are pre-
sented in Section VI.

V. EQUALIZATION

Dispersion in optical fibers has become a serious issue in re-
cent years. Most silica fibers deployed in the 1980s were desig-
nated to operate at a wavelength of 1.33m, where (material)
dispersion drops to zero. Since then, however, most of optical
communication has shifted to a wavelength of 1.55m for two
reasons. First, erbium-doped fiber amplifiers (EDFAs), whose
gain window appears around 1.55m, have found widespread
usage in long-haul applications. Second, the loss of silica fibers
reaches a minimum at this wavelength. As a result, dispersion
is significant even for a data rate of 10 Gb/s.

For long-haul and/or 40-Gb/s applications, dispersion com-
pensation becomes essential. Two types of dispersion manifest
themselves more prominently: 1) chromatic (material) disper-
sion, which results from the dependence of the refraction index,
and hence, the propagation velocity upon the wavelength; and 2)
polarization-mode dispersion, which arises from different prop-
agation velocities for different modes of polarization, an effect
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due to the deviation of the fiber cross section from a perfect
circle (birefringence) [13].

Most of the dispersion compensation research has thus far
appeared in the optical domain but yields expensive and bulky
solutions. It is, therefore, desirable to exploit the vast knowl-
edge of equalization in signal processing to suppress disper-
sion in the electrical domain. To remove the intersymbol in-
terference (ISI) due to dispersion (and due to other nonideali-
ties), an adaptive equalization path and an adaptation machine
must be interposed between the TIA and the limiting amplifier
in Fig. 10. For example, as shown in Fig. 15(a), a tapped delay
line along with a least-mean-square (LMS) algorithm can serve
to suppress part of the dispersion [14]. At high speeds, how-
ever, a number of issues arise here. First, it becomes impractical
to employ discrete-time processing of data because no clock has
been recovered yet, and the limited timing budget prohibits the
use of switching operations. Second, with continuous-time pro-
cessing, it is difficult to guarantee that each cell in the delay line
(e.g., a differential pair) provides a delay equal to one bit period
across process and temperature extremes. Thus, it may be nec-
essary to create a replica cell whose delay is defined by a DLL
[Fig. 15(b)].

The complexity of the equalizer, especially if it appears four
times in a quad 10-Gb/s system, also strengthens the reason for
integration in CMOS technology. Interestingly, the use of equal-
ization also relaxes the TIA design. The bandwidth of TIAs is
typically chosen to be around 0.7 times the bit rate as a com-
promise between the total noise and acceptable ISI. With equal-
ization, on the other hand, the TIA bandwidth may be as small
as a quarter of the data rate, thereby improving the sensitivity
and even enabling a greater transimpedance gain. Nonetheless,
the TIA must exhibit some linearity so as to allow subsequent
equalization.

VI. HIGH-SPEEDTECHNIQUES

The two principal issues in high-speed CMOS design for OC
circuits are the limited and the low supply voltage. In fact, the
latter prohibits the use of many well-known techniques such as
the Cherry–Hooper topology [15] or the Gilbert gain cell [16].

A. Broadband Amplification

An attractive solution for low-voltage broadband amplifiers is
inductive peaking. Owing to the extensive work on monolithic
inductors in RF design, this method can now be realized with
accurate prediction of the performance in optical communica-
tion circuits as well. Interestingly, inductors as low as 3–4
prove adequate for increasing the bandwidth, allowing the use
of simple, compact spiral structures.

Fig. 16(a) shows a gain stage incorporating inductive
peaking. It can be shown that an ideal inductor increases the
bandwidth by approximately 82% if a 7.5% overshoot in the
step response is acceptable. With the finiteand parasitic
capacitance of the inductors included, the enhancement is
around 50%, which is still quite a significant factor.

An interesting difficulty in modeling the inductors in the
above circuit arises from the narrow-band nature of the def-
inition of the , an issue rarely encountered in RF design.

Fig. 16. (a) Inductive peaking. (b) Simple inductor model. (c) More complete
inductor model.

Fig. 16(b) depicts a rough model where yields
the correct at about 3/4 of the 3-dB bandwidth. The
approximation is reasonable because the inductor manifests
itself only near the high end of the band. Alternatively, a more
complete model such as that in Fig. 16(c) can be used. Here,
denotes the effective series resistance, and represent
the resistance seen by the electric coupling to the substrate,

models the resistance seen by the magnetic coupling to
the substrate, and the capacitors approximate the parasitic
capacitances. While the values of some of the components in
this model do vary with frequency, the overall model can be
fitted to measured data over a broader range than the parallel
tank of Fig. 16(b) can.

The problem of broad-band amplification becomes much
more difficult if the circuit must deliver large currents to
off-chip loads because the wide transistors necessary for this
task introduce a large input capacitance. This issue can be
ameliorated through the use of doublers [17]. Consider
the circuit shown in Fig. 17(a), where the device dimensions
and bias currents are chosen according to gain and voltage
headroom requirements. We wish to modify the circuit such
that the input capacitance decreases while the voltage gain
remains unchanged. The small-signal behavior of the circuit is
expressed as , where denotes
the transconductance of each transistor. Now suppose two such
differential pairs are configured as shown in Fig. 17(b), where
the input ports are placed inserieswhile the output ports are
connected in parallel. (The load resistors are still equal to.)
The bias voltage is chosen equal to the common-mode level
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Fig. 17. (a) Simple differential stage. (b)f doubler.

of and , allowing the differential pairs to operate with
zero systematic offset. Using superposition to calculate in
terms of and , we have .
The circuit thus provides the same voltage gain but with a
lower input capacitance. In fact, if the parasitic capacitance at
nodes A and B is negligible, then the input capacitance seen
by or is roughly equal to . Since this circuit
halves the input capacitance while maintaining the same overall
transconductance, it is called an doubler.

The doubler of Fig. 17(b) nonetheless suffers from several
drawbacks. First, the power dissipation is doubled. Second, the
total current flowing through the load resistors is doubled, pos-
sibly driving the transistors into the triode region. Third, the total
capacitance contributed by the transistors to theoutputnodes is
doubled, lowering the output pole. Fourth, if the source–bulk
junction capacitance of the transistors and the capacitance in-
troduced by the tail current sources is not negligible, the input
capacitance is higher than .

Despite the above issues, doublers prove useful in
broad-band output buffers. Fig. 18(a) shows an example
employing high-speed techniques to deliver a differential
voltage swing of approximately 340 mV to 75-on-chip
termination resistors and 50-off-chip loads. The output stage
also utilizes inductive peaking to achieve faster transitions
[1]. The simulated eye diagram for a data rate of 40 Gb/s
in 0.13- m technology is shown in Fig. 18(b). The circuit
consumes 27 mW from a 1.2-V supply.

B. Oscillators

The speed and noise performance of ring oscillators makes
them a poor choice for OC applications. With inductors
exceeding 10 at several tens of gigahertz,LC VCOs continue
to play a critical role in high-speed PLLs and CDR circuits.
Fig. 19(a) depicts a VCO incorporating spiral inductors and

Fig. 18. (a) High-speed output buffer. (b) Simulated output eye diagram.

MOS varactors. Capacitors Cand C isolate the dc level
applied to the varactors from the output common-mode level.
The voltage is approximately equal to , allowing
both positive and negative voltages across the varactors, and
hence, maximizing the tuning range. With nH,

m m, and mA, the circuit
operates at 40 GHz, providing a differential output swing of
2 V and a tuning range of 4 GHz.

Fig. 19(b) plots the simulated phase noise of the oscillator for
1 and 2 mA. The phase noise at 1-MHz offset is equal

to 94 and 98 dBc/Hz, respectively. These values, however,
are obtained for an nMOS noise coefficient of 2/3. Since for
short-channel devices,may reach 2.5, the actual phase noise
is higher by approximately dB.

An important issue in the VCO of Fig. 19(a) relates to the
parasitic bottom-plate capacitance of Cand C to the sub-
strate. Capacitors realized as a sandwich of metal layers typ-
ically suffer from a bottom-plate parasitic of more than 10%.
Since C and C must be at least five times the maximum value
of the varactors so as to appear “transparent,” their parasitics be-
come comparable with the varactor capacitances, thus limiting
the tuning range. An attractive candidate for this purpose is the
fringe capacitor of Fig. 8 as its bottom-plate capacitance typi-
cally falls around a few percent.

The availability of high-performance oscillators in CMOS
technology also eases the design of frequency dividers. Recent
work on injection-locked oscillators indicates that they can per-
form frequency division with low power and low noise [18].
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Fig. 19. (a) The 40-GHzLC VCO. (b) Phase noise as a function of frequency
offset.

C. Relationship Between Phase Noise and Jitter

With the above VCO example, we must now answer the
important question of how the jitter of a phase-locked oscillator
is related to its free-running phase noise. This question plays
a central role in PLL and CDR design for two reasons: 1)
the phase noise of oscillators can be simulated and measured
much more easily than the corresponding jitter can; and 2)
with the relationship known, it is possible to determine the
maximum tolerable oscillator phase noise and design the circuit
accordingly.

If only the phase noise due to white noise sources is consid-
ered, then it can be shown that the rms cycle-to-cycle jitter of a
free-running oscillator is related to its phase noise as

(1)

where denotes the oscillation frequency and
represents the relative single-sideband phase noise

power at an offset frequency of [19].
To obtain the jitter of the phase-locked oscillator, it can be

assumed that, for a loop bandwidth of , the jitter rises with
the square root of time (as if the oscillator were free-running)
until and “saturates” thereafter (Fig. 20) [20].
As proved in [19], the total jitter accumulated over timeby a
free-running oscillator is equal to

(2)

Fig. 20. Accumulation of cycle-to-cycle jitter in a phase-locked oscillator.

Substituting (1) in (2) yields the closed-loop jitter as

(3)

The above derivations have been verified by behavioral sim-
ulations of phase noise and jitter. For example, if must
be less than 0.25 ps, rms, at 40 GHz and MHz, then

must not exceed 79 dBc/Hz at 1-MHz offset. This
indicates that the oscillator example of Fig. 19(a) may provide
a reasonable jitter performance at 40 GHz.

VII. CONCLUSION

CMOS technology offers many advantages for the integration
of modern OC transceivers. The multitude of metal layers, the
deep n-well, and the MOS varactor structure prove invaluable
in extending the capabilities of basic CMOS devices to both
higher speeds and greater levels of integration. Moreover, the
low supply voltage translates to a lower power dissipation for
most of the transceiver building blocks. With the growing port
density in OC systems, these features of CMOS technology can
lead to low-cost efficient solutions.
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