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Abstract

This paper is the second part of a study on bubble transport, growth and shrinkage in three-dimensional gravity driven flow.

Sample calculations with applications to glass melting furnaces are presented. First, a consistent set of thermophysical properties of

the most common composition (74SiO2–16Na2O–10CaO (mol%)) of soda-lime silicate glass or similar compositions over the

temperature range of 1000–2000 K is reported. The population balance equation is solved for the bubble density function using the

backward method of characteristics. The zeroth to third order moments, i.e., number of bubbles, average radius, molar gas fraction,

interfacial area, and void fraction are computed by numerical integration. Results for both transient and steady state operations are

presented and analysed. Two cases are considered (1) bubbles containing only CO2 and (2) bubbles containing a diffusing gas (O2)

and a non-diffusing gas (CO2). The feasibility of such complex calculation is demonstrated and is in qualitative agreement with

reported results.

� 2004 Elsevier B.V. All rights reserved.
1. Introduction

The first part of the study [1] presents a comprehen-

sive model of bubble growth, shrinkage, and transport

in three-dimensional gravity driven flow. Previous

studies computed the dissolved gas concentration in the
melt by neglecting the source term due to the diffusion of

gases in and out of the bubbles [2–6]. This simplification

implies that the dissolved gas concentrations and the

number of bubbles in discretized groups can be com-

puted consecutively and independently. In the present

study, these parameters are intimately coupled, i.e., C1;i,

r, ci, and f1 are computed iteratively until converged

solutions for all the variables are obtained. Considering
refining reactions that are complete and irreversible

enables one to compute the refining agent concentration

½Mkþ� independently.
The input parameters governing the problem are: (1)

the thermophysical properties of the molten glass, (2)

the physicochemical properties of gases dissolved in the
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molten glass, (3) the refining reactions characteristics,

(4) the partial pressure of gases at the combustion

space/glassmelt or foam interfaces, and (5) the three-

dimensional flow and temperature fields of the molten

glass. Two sample calculations are presented and dis-

cussed in detail for the following physical situa-
tions: (1) bubbles contain only CO2 that diffuse out of

the bubbles, and (2) bubbles containing both CO2 and

O2 but with only O2 diffusing in and out of the bub-

bles.

The main goal of this paper is to demonstrate the

feasibility of the calculations by presenting sample re-

sults and trends observed in the two-phase flow. Con-

sequently, some simplifications in the model formulation
have been made to make the calculations more eco-

nomical. These include neglecting the effect of bubbles

on the liquid flow and thermal structures and assuming

that the bubble velocity is the same as that of the glas-

smelt except in the vertical direction where buoyancy is

accounted for. These simplifications are justified by the

fact that bubbles and the void fraction are small and by

the inability to validate the numerical results at present
due to the lack of experimental data. The study also

aims at assessing the effect of the gas diffusion in and out

mail to: pilon@seas.ucla.edu


Nomenclature

A parameters of the initial bubble size distri-

bution

Ai liquid/gas interfacial area concentration

B parameters of the initial bubble size distri-

bution

D diffusion coefficient
f1 bubble density function

fv volumetric gas fraction

g specific gravity

M molecular mass

N total number of bubbles per unit volume of

glassmelt

p0 atmospheric pressure

p pressure
r bubble radius

r0 initial bubble radius

rmin minimum bubble radius
_r rate of change of bubble radius

R universal gas constant¼ 8.314 J/molK

S solubility of the gas species in the molten

glass

T temperature
t time

W glass tank width (see Fig. 1)

wr vertical upward velocity of the bubble relative

to the glassmelt
~x spatial or external coordinates

x longitudinal location (see Fig. 1)

x spanwise location (see Fig. 1)

z local depth within the glassmelt (see Fig. 1)

Greek symbols

a parameter

�1, �2 arbitrarily small constants for convergence

criteria

g parameters of the initial bubble size distri-

bution

c gas molar fraction in the bubbles

r surface tension

q density
l kinematic viscosity

Subscripts

b refers to a single bubble

batch refers to the glassmelt/batch interface

CO2 refers to the carbon dioxide
i index of the gas species

I , J , K refers to indices of the scalar nodes of the

staggered grid

O2 refers to the oxygen

1 refers to the bulk of the glassmelt

Notation

X average value of variable X with respect to

bubble radius
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of the bubbles on the concentration of dissolved gases in

the glassmelt and neglected in previous studies [2–7].
2. Physicochemical properties

The thermophysical properties are important input

parameters and their appropriate specification is a major

concern in modeling glass melting furnaces and bubble

behavior [8,9]. Up to now, no reported simulation of

glass melting furnaces has used a consistent set of

thermophysical properties for a given glass composition.
The assessment of the bubble transport and foam for-

mation models depends strongly on the accuracy of the

molten glass thermophysical properties (e.g., viscosity,

density, surface tension, thermal diffusivity, and expan-

sion coefficient), the refining reaction characteristics as

well as the diffusion coefficient, and the solubility of each

gas dissolved in the molten glass. These thermophysical

properties depend on many parameters such as the glass
composition, the temperature, the dissolved gas partial

pressure, and the composition and pressure of the

atmosphere [10]. According to Kawachi and Kawase [5]

reliable data and measurement methods are not yet
available for some of the thermophysical properties

needed. The purpose of this work is neither to develop

and extensive database nor to provide new experimental

results or measurements methods. Instead, its specific
aim is to collect and assess the available data for soda-

lime silicate glass. Particular attention was paid to the

properties of the most common composition (74SiO2–

16Na2O–10CaO (mol%)) of soda-lime silicate glass or

similar compositions over the temperature range of

1000–2000 K. The thermophysical properties of the

molten glass have been previously reported [11] and

need not be reproduced. Discussion of the gas physi-
cochemical properties used as input parameters to the

numerical simulations is included in the next subsection

and is limited to oxygen and carbon dioxide gases.

Additional data for nitrogen, water vapor, and sulfur

dioxide are given in Ref. [12].
2.1. Surface tension

The surface tension depends on the temperature, the

bulk glass composition, the atmosphere composition,

and the ions dissolved in the melt such as the sulfate [13].

The effect of all those parameters are discussed in detail
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by Schulze [10]. In brief, surface tension decreases with
increasing temperature and the fraction of CaO and

Na2O. The surface tension of the system 74SiO2–

16Na2O–10CaO (mol%) soda-lime silicate glass/air is

given by [10,14],

rðT Þ ¼ 321:7� 0:04� ðT � 1173:15Þ in mN=m: ð1Þ
The above expression is assumed to be independent of

the gas, i.e., Eq. (1) is used for both carbon dioxide/ and

oxygen/soda-lime silicate glass systems. However, it has

been observed experimentally that the surface tension of

soda-lime silicate glass was reduced by the presence of
gases having a non-zero dipole moment in the atmo-

sphere [15]. Water vapor has been identified as having

the most significant effect on the surface tension. At

temperatures larger than 600 �C, however, the effect of

water vapor has been considered to be negligible [10,13].

The effect of the atmosphere on the surface tension is of

great importance in the formation of glass foam [13,16],

and even a small surface tension depression can have a
significant effect on the foam thickness as shown

experimentally by Ghag et al. [17] for water + 78%

glycerin solution. Unfortunately, no data are reported in

the literature for the change of surface tension with

water vapor pressure at high temperatures; therefore,

this effect will not be considered further.

2.2. Gas diffusion coefficient in the glassmelt

The most extensive diffusion measurements have been

made for fused silica, since this glass is one of the most

permeable to gases. Unfortunately, for other types of

glass, a few measurements concerning gases other than

helium and hydrogen are available [18]. The variation of

the diffusion coefficient of the gas species �i’ in a glas-

smelt as a function of temperature is known to follow an
Arrhenius type of law [19]:

Di ¼ D0;i expð�DHD;i=RT Þ; ð2Þ
where D0;i and DHD;i are empirically determined con-

stants.

Diffusion coefficient of oxygen in the molten glass

varies significantly from one type of glass to another as

shown by Doremus [20]. Very often the soda-lime sili-

cate glass composition was not available even though it
is well known that the gas diffusion coefficients and

solubilities can depend significantly on the glass com-

position. A fit of the experimental data presented by

Terai and Oishi [21] gives the following expression for

the diffusion coefficient of oxygen in 71.7SiO2–

15.5Na2O–12.8CaO (mol%) soda-lime silicate glass:

DO2
¼ 3:2� 10�6 expð�21076=T Þ: ð3Þ

A fit of data reported by Doremus [20] for a commercial

soda-lime silicate glass leads to the following expression:

DO2
¼ 1:14� 10�3 expð�24946=T Þ: ð4Þ
Unfortunately, the composition of the glass studied by
Doremus [20] is unknown and it is believed to contain

other elements such as MgO and Al2O3 [19]. The dis-

crepancies among experimental data are assumed to be

due the differences in the glass compositions. It was

decided to use the data reported by Terai and Oishi [21]

since they cover a wider range of temperatures, and the

glass studied has a very similar composition to that of

interest in the present study, i.e., 74SiO2–16Na2O–
10CaO (mol%).

The only additional information available in the lit-

erature concerning the diffusion coefficient of carbon

dioxide in soda-lime silicate glass is the following

expression proposed by Nemec and Muhlbauer [22],

DCO2
¼ 7:95� 10�9 exp½�11332=ðT � 473:4Þ�: ð5Þ
2.3. Gas solubility in the glassmelt

Gases can dissolve in the glassmelt by physical and/or

chemical dissolution. Physical dissolution consists of

occupying free spaces in the network of the molten glass.

Physical solubility is higher for small gas molecules and

increases slightly with temperature [10]. Gases can also

dissolve chemically, i.e., they react chemically and create

bonds with the glass structure.
Solubility is the amount of dissolved gas per unit

mass of melt per unit of applied pressure and is ex-

pressed in many different units. The common unit is the

volume of gas at standard temperature and pressure

(STP, 0 �C and 1 atm) per unit volume of material ex-

posed at one atmosphere of gas (m3 (STP)/m3 atm). It

can also be expressed in kg/m3 Pa. Doremus [18] pointed

out that these definitions contain implicitly a tempera-
ture dependence since the applied pressure follows the

ideal gas law, P ¼ nRT=V . Instead, Doremus [18] sug-

gested the use of �Ostwald solubility’ defined as the ratio

of the concentration of the gas in the material Ci and the

concentration of the gas in the surrounding atmosphere

Cg,

Si;Os ¼
Ci

Cg

: ð6Þ

In the present work, however, solubility will be ex-

pressed in moles of gas per unit volume of liquid phase

per unit external partial pressure of the gas (mol/m3 Pa)

as used in the most common form of the Henry’s law.

The relationships between the different units for solu-

bility are

1 ½mol=m
3
Pa� ¼ 1

RTSTP
½m3 ðSTPÞ=m3

atm�

¼ 1

RT
Si;Os; ð7Þ

where R is the universal gas constant (¼ 8.314 J/molK),

T is the temperature, and TSTP is the temperature at the
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standard atmosphere (¼ 273.15 K). In the following
sections the solubility is expressed in mol/m3 Pa and is

assumed to follows an Arrhenius type of law:

Si ¼ S0;i expðDHS;i=RT Þ; ð8Þ
where S0;i and DHS;i are constants determined experi-

mentally.

The solubility of oxygen depends strongly on the

glass composition [23]. The presence of suitable elements

of variable valence such as antimony oxide or arsenic
can increase the solubility [23]. The only collected data

concerning the solubility of oxygen in soda-lime silicate

is [23]

SO2
¼ 2:2� 10�4 in mol=m

3
Pa: ð9Þ

An expression of solubility of carbon dioxide is available

in the literature and compares well with reported

experimental data [22]:

SCO2
¼ 3:45� 10�6 expð3840=T Þ in mol=m

3
Pa: ð10Þ
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Fig. 1. Schematic of the modeled glass melting tank and the associated

systems of coordinates.
2.4. Refining reactions

The present study is concerned with antimony penta-

oxide used as the refining agent and decomposing

according to the reaction Sb2O5 � Sb2O3 +O2". Ka-

wachi and co-workers [4,5,24] showed that the rate of

the backward reaction can be neglected in the produc-

tion of TV-panel glass. Therefore, the refining reaction

can be considered as irreversible with only the decom-
position of Sb2O5 taking place. Reaction rate constants

and order of the refining reaction involving antimony

oxide in TV-panel glass can be found in the literature

[24]. The same refining reaction characteristics were as-

sumed to hold also for soda-lime silicate glasses. Anti-

mony oxide is considered for the following reasons: the

refining reaction produces only oxygen whose concen-

tration in the glassmelt has to be computed, and the
reaction is complete and irreversible so that refining

agent concentration can be computed independently

from the dissolved gas concentrations C1;i and the

bubble density function f1. Treatment of equilibrium

refining reactions, such as these involving sodium sulfate

Na2SO4, would consists of including the computation of

the refining agent concentration into the iterative

scheme for the dissolved gas concentrations and the
bubble density function to account for their interde-

pendence. In addition, when sodium sulfate is used as a

refining agent both oxygen and sulfur dioxide SO2 are

generated during the refining process. Then, they dis-

solve in the glassmelt and can diffuse in and out of the

bubbles [13,25]. Therefore, concentrations of both oxy-

gen and sulfur oxide dissolved in the molten glass and

their molar fractions in the bubbles should be computed
along with those of carbon dioxide. The bubbles are

then characterized by six independent variables (e.g., x,
y, z, r, cCO2
, cO2

) making the numerical scheme quite
involved. Such a situation falls beyond the scope of the

present study whose main objective is to demonstrate

the feasibility of the calculations.

Finally, it has not been possible to find the diffusion

coefficient of the refining agent in soda-lime silicate

glass.
3. Results and discussion

3.1. Model glass tank and parameters

The same glass melting tank as that used for three-

dimensional flow and thermal structures of molten glass

was considered [11,26]. It is a rectangular bath 15.85 m

long, 7.315 m wide, and 1.03 m deep (see Fig. 1). The
molten glass exits the tank through a throat having a

cross-sectional area of 0.386 · 0.802 m2 which is located

at the bottom and in the middle of the front wall. The

raw batch material leading to a glassmelt of composition

of 74SiO2–16Na2O–10CaO (mol%) is introduced into

the tank at a rate _mb of 356 tons/day (or 4.12 kg/s) in the

form of a loose blanket covering the entire width of the

tank. Since about 200 kg of gases are produced per ton
of batch introduced [27], the corresponding glass pro-

duction rate (pull rate) _mpull is 297 tons/day (or 3.347 kg/

s) of molten glass.

The simulations consider an oxy-fuel furnace burning

methane and oxygen at stoichiometric conditions at

atmospheric pressure according to reaction CH4 +

2O2 fi 2H2O+CO2. Thus, the partial pressures of oxy-

gen and carbon dioxide at the glassmelt/combustion
space interface are taken as 0.0 and p0=3, respectively.

The energy DHmelt required to bring the batch from

room temperature (320 K) to clear molten glass and the

melting temperature Tmelt were taken equal to 2200 kJ/

kg and 1450 K, respectively [28]. A linear decrease of the

glassmelt velocity at the batch/glassmelt interface from

0.2 cm/s where the batch enters the furnace to zero at the

tip of the batch blanket was chosen to simulate the fact
that the batch blanket becomes thinner and less compact

from the loading end to the tip. The maximum batch
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velocity of 0.2 cm/s was computed based on the pull rate
of 4.12 kg/s for a batch blanket covering the entire width

and having a density of 1400 kg/m3 and a thickness of 20

cm. Moreover, from previous work [26] based on the

momentum equation for a batch blanket at rest pro-

jected onto the vertical axis, a depth of 10.4 cm of the

batch blanket was assumed to be submerged under the

free glass surface.

The heat losses between the glassmelt and the ambi-
ent surroundings through the walls were computed

assuming 1-D heat conduction through the refractories

and cooling of the walls by natural convection using an

ambient temperature of 320 K. The construction of the

sidewall refractories were considered to be the same,

with an overall heat transfer coefficient of 3.86 W/m2 K.

At the bottom of the tank the overall heat transfer

coefficient equals 3.89 W/m2 K and that at the back and
front wall is equal to 5.57 W/m2 K.

The net heat flux incident from the combustion space

and reaching the surface of the batch and of the molten

glass is assumed to have the longitudinal profile shown

in Fig. 2, where the parameters q00max and q000 are the

maximum heat flux and the heat flux at the back wall

(x ¼ 0 m), respectively. The distance from the back wall

to the location of the maximum heat flux is Lmax and the
distance where the heat flux vanishes is L0. They were

assumed to be equal to 7.5 and 13.84 m, respectively.

Such a heat flux profile was chosen based on industrial

practices [11]. The three-dimensional flow and thermal

structures of the molten glass for the above conditions

have been presented and discussed in details in Refs.

[11,26] and need not be repeated here. Only the tem-

perature, velocity, and streamlines at midplane in the
longitudinal direction are reproduced in Fig. 3. One can

see that a part of the pull current flows directly from

under the batch along the bottom of the tank to the

throat as experimentally observed by Zhiqiang and
Batch Blanket

Fig. 2. Heat flux distribution used as the boundary condition at the

glassmelt/combustion space interface.
Zhihao [29]. Thus the product quality is expected to be
degraded due to the shorter residence time of the glas-

smelt in the tank.

3.2. Analysis of the results

The calculations yield the value of the bubble density

function f1, the bubble radius r, and the molar fraction of

each gas contained in the bubbles ci at each scalar nodes
as well as the concentration(s) of gas(es) dissolved in the

melt. The amount of information obtained from the

computer program is very large and not easily interpret-

able unless it is reduced to physical quantities. Therefore,

for a better interpretation of the computational results

the bubble density function f1 and the bubble radius r
were converted into more physical and understandable

local variables such as the total number of bubbles N , the
interfacial area concentration Ai, the volume fraction of

the gas phase fv, the average bubble radius �r and the

average carbon dioxide molar fraction �cCO2
at each scalar

grid point ðxI ; yJ ; zKÞ. For bubbles containing a single gas
or a diffusing and a non-diffusing gas, only one inde-

pendent internal variable (r) is considered and N , Ai, fv, �r,
and �cCO2

are defined, respectively, as

0th moment Nðx; y; zÞ ¼
Z 1

0

f1ðx; y; z; rÞdr; ð11Þ

1st moment �rðx; y; zÞ

¼
Z 1

0

rf1ðx; y; z; rÞdr
� ��

Nðx; y; zÞ; ð12Þ

1st moment �cCO2
ðx; y; zÞ

¼
Z 1

0

cCO2
f1ðx; y; z; rÞdr

� ��
Nðx; y; zÞ; ð13Þ

2nd moment Aiðx; y; zÞ ¼
Z 1

0

4pr2f1ðx; y; z; rÞdr;

ð14Þ
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3rd moment fvðx; y; zÞ ¼
Z 1

0

4pr3

3
f1ðx; y; z; rÞdr:

ð15Þ

In the case of single component gas bubbles
�cCO2

ðx; y; z; rÞ ¼ 1. If several diffusing gases are treated,

additional internal variables have to be considered and

the above integrals become multiple integrals with re-

spect not only to variable r but also to other internal
variables ci. Note also that, unlike discretized formula-

tions previously suggested [3], which divide the bubble

size distribution in groups and solve the population

balance equation for the number of bubbles in each

group, the present formulation and the associated

method of solution compute directly the bubble density

function f1 enabling accurate predictions of any mo-

ments of the density function and in particular the zero
(N ), first (�r and �cCO2

), second (Ai), and third (fv) order
moments. The above single integrals are computed

numerically using the Simpson’s rule of integration for

unequally spaced data [30].
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Fig. 4. Initial bubble density function under the batch and arbitrary

discrete set of points chosen for the simulations (Eq. (17)).
3.3. Numerical method

In order to validate the numerical implementation of
the backward method of characteristics, computations

of the bubble radius and density function for simple

physical situations having closed-form analytical solu-

tions have been performed [31]. Very good agreement

between numerical predictions and analytical solutions

for r, and f1 have been reported for one and two

dimensional flows and both transient and steady-state

situations [31].
Numerical difficulties arise due to the fact that many

key variables (e.g., the pressure inside the bubbles pb)
are functions of 1=r which tend to infinity as the bubble

radius decreases. However, extremely small bubbles

cannot be physically treated in the same manner as

macroscale bubbles due, for example, to gas rarefaction

effects, and the limits of the concept of surface tension at

very small scale. To avoid numerical problems and ac-
count for physical limitations of the model, bubbles are

considered to disappear when their radius becomes less

than 1.0 lm as suggested by Kawachi and Kawase [5].

Then, the bubble radius r and the bubble density func-

tion f1 are arbitrarily set to 1.0 lm and zero, respec-

tively, corresponding effectively to a sink term in the

bubble population balance equation.

The grid sensitivity study for the spatial discretization
has been previously performed for the velocity and

temperature fields [11]. The entire glass bath was dis-

cretized using the 66 · 39 · 25 staggered grid used for

computing the glassmelt flow and thermal structures

[11,26]. The same grid was used for the refining agent

concentration and the concentrations of gases dissolved
in the molten glass. The steady state was estimated to be
reached when the residual for these variables fell below

an arbitrarily small constant �1. The steady-state for the
bubble density function f1, the bubble radius r, and the

gas molar fraction cCO2
is assumed to be reached when

the maximum relative variation of the predicted vari-

ables between two consecutive iterations over the com-

putational domain fall under an arbitrarily small

constant �2, i.e.,

max
jX ðn�1Þ

I;J ;K � X ðnÞ
I ;J ;K j

jX ðn�1Þ
I;J ;K j

" #
6 �2 for 16 I 6 66; 16 J 6 39;

and 16K 6 25; ð16Þ

where n denotes the iteration number, X is the general

symbol for r, f1, and cCO2
, while I , J , K are the indices

for the scalar nodes of the staggered grid in the x-, y-,
and z-directions, respectively. Numerical results for C1;i,

r, f1, and cCO2
at steady state were found to be inde-

pendent of �1 and �2 provided that �1 6 10�5 and

�2 6 4� 10�3.

Moreover, in order to reduce computational time and
still provide adequately accurate results, grid sensitivity

studies have been conducted to choose the suitable

number of points taken on the initial bubble density

function that gives grid-independent numerical results

for N , Ai, �r, �cCO2
, fv, and C1;CO2

. Numerical sensitivity

tests have been made with 6, 11, and 22 points on the

initial bubble density function as represented in Fig. 4.

For all simulations, the results N , Ai, �r, and fv, for the
same simulated time differed by less than 1.5% between

11 and 22 points. Therefore, 11 points on the initial

distribution are sufficient to obtain a solution indepen-

dent of the number of points considered on the initial

distribution. The time step was proven to have no

influence on the final results as long as at least two

consecutive points on the pathlines are contained in any

elementary computational volume of the 66 · 39 · 25
staggered grid [31].
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Unfortunately, no experimental data for full scale
industrial glass melters are available to quantitatively

validate the numerical results. Comparison with numer-

ical results reported in the literature [3,5,6] were made

when available. Such comparison with results for the

local number of bubbles obtained by Balkanli and Ungan

[3] may be misleading since, as pointed out in the first part

of the study [1], the boundary conditions used, the

expression for the time rate of change of bubble radius,
the decoupling of the gas concentration and the bubble

population balance equations are questionable. More-

over, the method of solution based on the discretized

formulation cannot predict accurately the other moments

of the bubble density function such as �r, �cCO2
, Ai, and fv

[32,33]. The next two sections present results of sample

calculations for the physical situations when bubbles

contain only CO2 and when bubbles contain both CO2 as
a non-diffusing gas and O2 as a diffusing gas, respectively.

3.4. Bubbles containing a single gas

Previous studies solving the bubble population bal-

ance equation have been concerned only with carbon

dioxide bubbles and have neglected the coupling be-

tween the concentration of gas dissolved in the molten
glass and the bubble population balance equation [3].

This assumption has been made for the sake of sim-

plicity but has not been justified on physically or

numerically sound arguments. However, the gas con-

tained in single component gas bubbles can only diffuse

out of the bubbles since the gas concentration at the

bubble/glassmelt interface at equilibrium Ce;i given by

the Henry’s law is always larger than the gas solubility in
the glassmelt (Ref. [1], Eq. (25)). Bubbles shrink due to

gas diffusion while they can grow or shrink due to

pressure changes; therefore, the presence of bubbles may

be a significant source for the gas dissolved in the molten

glass and decoupling the gas concentration and the

bubble density function may not be appropriate. This

section presents and discusses the results when carbon

dioxide is the only diffusing gas considered. It represents
a limiting case of practical applications since even when

no refining agent is added to the batch, water vapor

generated in the combustion space, which has a large

diffusion coefficient and solubility in the glassmelt [19],

dissolves in the melt and diffuses in the bubbles. The

situation considered is highly idealized in order to (1)

show the feasibility of the calculations, (2) compare with

similar simulations previously reported in the literature
[2,3,7], and (3) assess the effect of bubbles on the con-

centration of gases dissolved in the molten glass that was

neglected in previous studies [2,4–6].

The size distribution of bubbles generated by fusion/

melting of the raw materials and used as a boundary

condition is assumed to follow a gamma distribution

defined as
f1ð~xbatch; r; tÞ ¼ Arg expð�BrÞ; ð17Þ
the three constants A, B, and g are positive and real

numbers determined from experimentally measured

quantities such as the radius rmax at which the density

function reaches a maximum, the total number of bub-

bles per unit volume of liquid N , and the volumetric void

fraction fv. These quantities can be related to the con-

stants A, B, and g by

rmax ¼
g
B

� �
; N ¼ ACðgþ 1Þ

Bðgþ1Þ ; and

fv ¼
4pACðgþ 4Þ

3Bðgþ4Þ ; ð18Þ

where CðzÞ is the gamma function (CðzÞ ¼
R1
0

e�ttz�1 dt)
which has been tabulated by Abramowitz and Stegun

[34]. Based on experimental results reported in the lit-

erature [5,35,36], rmax, N , and fv under the batch were

taken to be 98 lm, 2240 bubbles per cubic centimeter of

glass, and 4%, respectively, leading to constants

A ¼ 3:23� 1026 m�7, B ¼ 3:05� 104 m�1, and g ¼ 3.

The corresponding average bubble radius and interfacial

area concentration are 112 lm and 609 m2/m3 of glass,
respectively. Note that the problem of conservation of

the total number of bubbles raised in the first part of the

study is not of concern here since the bubble growth/

shrinkage rate is very small, owing to the small diffusion

coefficient and solubility of carbon dioxide in the glas-

smelt and due to the small temperature and viscosity

gradients, i.e., owr=or � 0:0 (see Eq. (52) in Ref. [1]), as

checked and confirmed numerically.
First, numerical simulation for the CO2 concentra-

tion in the glassmelt neglecting the presence of bubbles

has been performed. Fig. 5(a) shows the concentration

of carbon dioxide dissolved in the glass bath obtained at

the midplane. The figure reveals a fairly uniform carbon

dioxide concentration along the glass bath with a sharp

concentration gradient close the glass free surface. The

relatively uniform carbon dioxide concentration can be
explained by the good mixing caused by advective cur-

rents and indicates that advection dominates over dif-

fusion [7]. The dominance of advection over diffusion

explains also the sharp concentration gradient under the

glassmelt surface since in this region the molten glass

flows parallel the free surface and transport of carbon

dioxide in the normal direction (z-direction) takes place
only by diffusion. The lower concentration at the surface
of the glass bath is due to the fact that solubility de-

crease exponentially with temperature (see Eq. (10)).

The temperatures at the glass free surface are larger than

those under the batch by about 250 K [26]. Thus, the

CO2 concentration imposed at the glassmelt/combustion

space interface is much smaller than that imposed at the

glassmelt/batch interface. Overall, numerical predictions

of the CO2 concentration agree well with those reported
by Balkanli and Ungan [7]. However, these authors



(a)

(b)

(c)

Fig. 5. Dissolved CO2 gas iso-concentration lines at midplane in kg/m3

(a) without accounting for the presence of bubbles and (b) with

accounting for the source term due to gas diffusion in and out of

bubbles, and (c) relative difference (in %) between the local CO2 con-

centrations in (a) and (b).

Fig. 6. Relative difference between the local CO2 saturation and CO2

concentration (in %) at midplane accounting for the source term due to

gas diffusion in and out of bubbles (negative values correspond to

supersaturation).

t=1h

t=2h

t=3h

t=4h

Fig. 7. Evolution of iso-concentration lines with time for the total

number of bubbles N (in #/m3) at midplane.
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while using the same boundary conditions and the same

expression for the carbon dioxide solubility as those of
the present study did not mention the partial pressure of

carbon dioxide at the glassmelt/combustion space

interface used in their numerical simulations. The value

of 0.001 kg/m3 they reported at the glass surface tends to

indicate that they imposed a very small partial pressure

of CO2 at the glassmelt/combustion space interface,

whereas it should be fairly large since CO2 and water

vapor are the main products of the combustion.
Second, the CO2 concentration is computed by

accounting for the source term owing to CO2 diffusion

out of the bubbles. A converged solution was obtained

after two full successive calculations for the CO2 con-

centration C1;CO2
in the glassmelt and the bubble radius

r and density function f1. Fig. 5(b) shows the concen-

tration of carbon dioxide dissolved in the glass bath at

the midplane, while Fig. 5(c) shows the relative differ-
ence in the CO2 concentration between Fig. 5(a) and (b).

It indicates that accounting for gas diffusion out of the

bubbles as a source term for carbon dioxide dissolved in

the glassmelt does not significantly change the numerical

results and the CO2 concentration increases by less than

2% in most of the glass bath when diffusion out of the

bubble is accounted for. Similar spatial distribution of

iso-concentration lines can be obtained by shifting the
concentration by +0.003 kg/m3. For example, the 0.185

kg/m3 iso-concentration line when the presence of bub-

bles is neglected has a profile similar to the 0.188 kg/m3

concentration line when the presence of bubbles is ac-

counted for.

Finally, note that supersaturation (up to 50%) of the

glassmelt with CO2 occurs under the batch and at the

bottom of the tank (see Fig. 6). This could lead to het-
erogeneous bubble nucleation if a large enough amount
of undissolved sand grains is present in this region.

Bubble nucleation could then result in secondary foam
formation in the region beyond the batch tip as com-

monly observed in industrial glass melting furnaces [13].

Then, secondary foam would be generated not only by

bubbles rising from the glassmelt but also from bubbles

generated due to oversaturation of the glassmelt and

nucleation at the unmelted sand grain surface. However,

it is beyond the scope of the present study to investigate

such a complex phenomena.
The hypothetical situation in which bubbles would be

injected at the batch/glassmelt interface at time t ¼ 0 s

and would grow or shrink and be transported in the

glassmelt by advection currents has been simulated. Fig.

7 shows a series of iso-concentration lines for the total

number of bubbles per unit volume of glass N at mid-

plane for 1, 2, 3, and 4 h after the beginning of injection.

The iso-concentration lines propagates with the glass
flow from under the batch to the front wall and then

move up toward the free surface before sinking again

under the batch. It clearly shows the transport of



(a)

(b)

(c)

(d)

Fig. 9. Iso-concentration lines at midplane for (a) N (in #/m3), (b) �r (in
lm), (c) Ai (in m2 of interface/m3 of glassmelt), (d) fv (in m3 of gas in

bubbles/m3 of glassmelt) at midplane.
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bubbles by convective currents from under the batch to
the refining section and the throat. It also demonstrates

the capability of the computer program based on the

backward method of characteristics to simulate tran-

sient problems. Convergence to steady state is very slow

owing to the complexity of the flow field, the small

velocities of the glassmelt, and the slow transport phe-

nomena taking place in the glassmelt. In industrial glass

melting furnaces, it is estimated that it can take up to
two days for a glassmelt fluid particle to flow from under

the batch to throat corresponding to 320 000 time steps

to be computed for each points taken on the initial

bubble size distribution (see Fig. 4).

Numerical results for the total number of bubbles at

steady-state at different cross-sections in the longitudinal

direction are shown in Fig. 8. One can observe the

predominance of the bubble transport in the longitudi-
nal direction and no significant changes in the profile of

the total number of bubbles from the midplane

(y=W ¼ 0:5) to the side wall (y ¼ W ¼ 0:01) are evident.
Moreover, the total number of bubbles entrapped in the

glassmelt is large and relatively uniform due to the small

diffusion coefficient of CO2 in the glassmelt and the

good mixing provided by convection currents.

The steady-state numerical results for the total
number of bubbles N , the average bubble radius �r, the
interfacial area concentration Ai, and the void fraction

fv, respectively at the midplane (z=W ¼ 0:5) are pre-

sented in Fig. 9(a)–(d) and correspond to a simulated

time of 48 h. As one can see,

• A large number of bubbles remain in the glassmelt

including near the glassmelt free surface.
• The average bubble radius decreases slightly as the

bubbles are transported by the convection currents

from under the batch to the refining section owing
y/W=0.5

y/W=0.25

y/W=0.01

Fig. 8. Steady-state iso-concentration lines for the total number of

bubbles N (in #/m3) at midplane y=W ¼ 0:5 (top), at y=W ¼ 0:25

(center), and y=W ¼ 0:01 (bottom).
to the small diffusion coefficient of CO2 in the glas-

smelt.

• A large bubble concentration gradient exist near the

free surface since only large bubbles escape to the free

glassmelt surface. Indeed, the glassmelt flowing near

the free surface from the hot spot toward the batch

prevents the smallest bubbles from reaching the sur-
face. These bubbles are too small for the buoyancy

force to overcome the strong convection currents in

the horizontal plane near the surface of the molten

glass. Thus, small bubbles get trapped in the first re-

circulation loop located in the first half of the tank

and significantly fewer bubbles are trapped in the sec-

ond recirculation loop located closed to the front

wall.
• Finally, Fig. 9(a) and (b) indicate that a large number

of bubbles with an average diameter between 70 and

100 lm are transported from the batch through the

submerged throat as they are carried by advection

when the glassmelt is being pulled. Note also that

the average bubble diameter increases near the

throat. This is attributed to gas expansion due to

the increase of the bubble temperature as they rise
back to the glassmelt surface after being carried along

the bottom of the tank. This results in a poor glass

quality and productivity but was expected given the

glassmelt flow pattern discussed earlier. It is, there-

fore, interesting to investigate the impact of the refin-

ing agent on the bubble behavior since refining gases

diffuse in the bubbles to enable the bubbles to rise to

the glassmelt surface by buoyancy before reaching the
throat.
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3.5. Bubbles containing two different gases

Bubble growth in the glassmelt can only be due to the

diffusion of gases such as oxygen, water vapor, and

sulfur oxide that have a large diffusion coefficient and a

large enough solubility [37]. Bubble growth is obtained

by adding refining agents to the batch that produce such

gases. The present example is limited to the important

practical situations when antimony pentoxide Sb2O5 is
added to the raw batch materials as a refining agent. The

refining agent concentration is needed to compute the

oxygen concentration dissolved in the glassmelt and

diffusing in and out of the bubbles. It can be computed

independently from the other variables since refining

reactions are assumed to be irreversible and complete.

However, since the diffusion coefficient of the refining

agent and the reaction rate constants of the refining
reaction involving antimony oxide in soda-lime silicate

glass could not be obtained from the literature, the

refining agent concentration has not been computed.

Instead, the oxygen concentration dissolved in the

glassmelt was assumed to be equal to saturation at the

local temperature and pressure everywhere in the glass

bath. This can be justified by the fact that oxygen is

supplied in great amount during the melting of batch.
Thus, its concentration in the glassmelt under the batch

should be uniform as shown for CO2. Furthermore,

unlike CO2, oxygen is also generated by refining reac-

tions in the refining section of the tank where the tem-

peratures are large allowing refining reactions to occur.

Finally, convection currents produce good mixing that

leads to uniform oxygen concentration in the glassmelt

similar to that observed for carbon dioxide. The same
sharp concentration gradient at the glassmelt/combus-

tion space interface observed for CO2 is expected for O2

since the boundary condition for the oxygen concen-

tration is C1;O2
¼ 0:0 at the glassmelt/combustion space

interface. This concentration gradient is neglected since

it is very sharp and highly localized to a small depth in

the glassmelt.

In the case under consideration, both carbon dioxide
and oxygen dissolved in the glassmelt or contained in

the bubbles have to be considered. Carbon dioxide is

generated during the melting of calcium carbonate while

oxygen is released by the decomposition of nitrates such

as NaNO3 and of the refining agent [25]. For a typical

soda-lime silicate glass batch without refining agent,

experimental analysis of gases released during batch

melting and fusion [38,39] indicate that significantly
more (at least 15 times) CO2 is generated than other

gases. But, oxygen is generated by refining reactions.

Therefore, as a first order approximation, bubbles lo-

cated under the batch are assumed to contain both CO2

and O2 at equal molar fraction, i.e., cCO2
¼ cO2

¼ 0:5, at
the batch/glassmelt interface. Since the diffusion coeffi-

cient and solubility of carbon dioxide are at least one
order of magnitude smaller than those of oxygen
[37,40,41] over the temperature range 1000–2000 K,

carbon dioxide is treated as a non-diffusing gas and only

oxygen is assumed to diffuse in and out of the bubbles.

This assumption has the advantage of simplifying the

numerical algorithm by avoiding two-dimensional

numerical integration from scattered data points for the

amount of gas diffusing from the glassmelt to the bub-

bles _mdiff (see part I [1], Eq. (15)). Such integration
would require bivariate interpolation and smooth sur-

face fitting onto an equally space fixed grid for initial

values given at irregularly distributed points [42,43],

before performing the double integration by repeated

one-dimensional numerical integration using Simpson’s

rule [30].

Moreover, the number of moles of carbon dioxide

contained in the bubbles remains constant while the
CO2 molar fraction changes due to oxygen diffusion.

The CO2 molar fraction in the bubbles at location z
having radius r and temperature T is expressed as

cCO2
¼ 1� cO2

¼ T ðp0 þ 2r=r0Þ
Tmeltðp0 þ q1gzþ 2r=rÞ

r0
r

� �3

c0CO2
: ð19Þ

The initial bubble radius of a point of the initial bubble

density function under the batch is denoted r0. The

initial bubble temperature equals the batch melting
temperature Tmelt taken as 1450 K. Finally, the initial

molar fraction of CO2 in the bubbles is given by c0CO2

while the bubbles are assumed to be initially located in

the plane z ¼ 0 m. Since CO2 is assumed not to diffuse in

or out of the bubbles, the bubbles can shrink until the

molar fraction of CO2 becomes unity and the bubble

radius reaches its minimum rmin, which can be deter-

mined by solving the following equation:

ðp0 þ q1gzÞr3min þ 2rr2min � ðp0r30 þ 2rr20Þ
T

Tmelt

c0CO2
¼ 0:

ð20Þ
Fig. 10(a)–(d) show the numerical results for the total

number of bubbles per unit volume of glass N , the

average bubble radius �r, the average molar fraction of

CO2, the interfacial area concentration Ai, and the vol-

umetric gas fraction fv. As one can see, most of the

bubbles are located under the batch where the interfacial
area concentration and the void fraction are the largest.

Compared with the case when only CO2 is considered

one can conclude that (1) less and smaller bubbles are

present in the glassmelt and particularly near the glas-

smelt surface and at the throat, (2) bubbles are more

located around the batch blanket and do not cover the

entire glassmelt surface, (3) the average diameter of

bubbles leaving the tank at the throat is between 10 and
60 lm compared with 70–100 lm when only CO2 is

considered, (4) the average CO2 molar fraction (not



(a)

(b)

(c)

(d)

Fig. 10. Iso-concentration lines at midplane for (a) N (in #/m3), (b) �r
(in lm), (c) Ai (in m2 of interface/m3 of glassmelt), (d) fv (in m3 of gas

in bubbles/m3 of glassmelt).
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plotted here) increases relatively quickly as bubbles

move away from the batch blanket and is almost uni-

form across the glass bath. This can be explained by the

fact that oxygen diffuses out of the bubbles much faster

than carbon dioxide (DO2
> DCO2

). Therefore, the main

mechanism of refining is bubble dissolution or absorp-
tion. Similar results have been also obtained numerically

by Kawachi and Iwatsubo [6] for similar simulated

conditions when the hot spot was located at about 2/3 of

the total furnace length and the concentration of oxygen

dissolved in the glassmelt was large and almost uniform.
4. Conclusions

This paper presents numerical results for sample

calculations of bubble transport, growth or shrinkage in

three-dimensional laminar gravity driven flow based on

the model presented in details in the first part with

applications to glass melting furnaces. The following

conclusions can be drawn:

• The present study demonstrates the feasibility of solv-

ing the bubble population balance equation in three-

dimensional laminar gravity driven flow for both

transient and steady-state situations using the back-

ward method of characteristics.

• Detail calculations of the bubble density function en-

ables one to compute any mth order moments of the

density function and in particular, the total number
of bubbles, the average bubble radius, the average
gas molar fraction, the interfacial area concentration
and the void fraction.

• Due to the small liquid velocities and the slow diffu-

sion process, the calculation time of the current com-

puter program is excessive and constitutes a

limitation to its use. This issue could be easily ad-

dressed by parallelizing the computation of the solu-

tion of the population balance equation. Indeed, the

solution of the population balance equation for two
different points on the initial bubble density function

is currently performed successively on a single micro-

processor computer even though they are indepen-

dent. Therefore, they should be performed in

parallel on a multiprocessors computer with as many

microprocessors as points taken on the initial bubble

density function. This measure will divide the current

computational time by the number of microproces-
sors used.

• Bubble nucleation at the sand grain surface may be

significant and should be modeled since oversatura-

tion of the glassmelt with carbon dioxide and oxygen

appears to be important. To do so, the density func-

tion of unmelted sand grains is needed in order to

know the number of nucleation sites. It could be com-

puted by the same method as that presented here for
the bubble density function. A different expression

for the growth rate _r will have to be used and is al-

ready available in the literature [44,45].

• Nucleation at the refractory walls has been neglected

for the sake of simplicity. However, it could be easily

accounted for by modeling of heterogeneous nucle-

ation at the refractory walls and by computing the

transport of the generated bubbles in a similar man-
ner to that presented above. Finally, the solution is

obtained by adding the density functions for bubbles

injected from under the batch or from the refractory

walls based on the superposition principle.

• It shows that considering the oxygen diffusion in and

out of the bubbles has a significant effect on the num-

ber and size of bubbles leaving and remaining in the

glassmelt. More realistic simulations should include
detailed computation of the refining reaction and

gas concentrations dissolved in the glassmelt pro-

vided that all the thermophysical properties needed

be available.
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